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Abstract

The bottom quark production in the single di�ractive dissociation is �rst

observed in p�p collisions at
p
s=1.8 TeV using the Collider Detector at Fer-

milab. The absence of an energy 
ow in the forward rapidity region (`rapidity

gap') is used as an evidence of the single di�raction. The high-pT electron

in the ET range of 9.5 < Eele
T < 20 GeV and the central rapidity region

(j�j <1.1) are used to identify the bottom quark decay. The ratio of the

di�ractive to the non-di�ractive bottom quark production is obtained using

the model dependent acceptance of the rapidity gap signal for the four kinds

of the pomeron model. The ratio Rb�b is measured to be;

Rb�b(� < 0:1; FG) = 0:62� 0:19(stat)� 0:14(syst)%

for the 
at-gluon pomeron model,

Rb�b(� < 0:1; FQ) = 0:93� 0:29(stat)� 0:22(syst)%

for the 
at-quark pomeron model,

Rb�b(� < 0:1; HG) = 0:71� 0:22(stat)� 0:16(syst)%

for the hard-gluon pomeron model,

Rb�b(� < 0:1; HQ) = 1:18� 0:36(stat)� 0:27(syst)%

for the hard-quark pomeron model.

This measured ratio is compared with the results of the di�ractive W

and the di�ractive dijet productions. The ratios measured in these three

processes are consistent with each other and signi�cantly lower than the

theoretical prediction.
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Chapter 1

Introduction

Quantum Chromodynamics (QCD) is widely accepted as a fundamental the-

ory which describes the strong interactions because of its remarkable success

in the high precision tests of the high energy experiments. Although we

believe QCD is the fundamental theory, it is diÆcult to study a scattering

process with a small momentum transfer in the framework of the QCD since

the renormalized coupling constant is not small enough in such a low energy

scale to use a perturbative technique.

The single di�ractive dissociation [1] ( or single di�raction ) is one of such

processes that we cannot fully describe in the framework of QCD. The single

di�raction is experimentally de�ned as a process where one of the two op-

positely incoming hadrons keeps its quantum numbers unchanged after the

collision. This leading hadron usually go o� in the beam pipe without de-

creasing its initial momentum. In the view point of the quantum �eld theory,

any process should be explained by the exchange of �eld(s) between the two

hadrons. The exchanged �eld(s) in the single di�raction should not carry a

color in total so as to keep the hadrons as a color singlet. This exchanged

color-less object is a pomeron named in the old Regge pole phenomenology

[2, 3].

The Regge pole phenomenology is based on the observed hadron spec-

troscopy and some general postulates such as the unitarity and the analytic-
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ity of the S-matrix. The validity of the Regge pole phenomenology is limited

in the soft ( small momentum transfer ) process. In the Regge picture, a

scattering process is described as an exchange of \pole", which lives in the

complex angular momentum space. The pomeron is introduced as one of such

poles which give a dominant contribution to soft collisions of hadrons with

high energy. At least in the soft process, pomeron behaves as if it is a virtual

particle state although it has not been observed in the hadron spectroscopy.

The Regge pole phenomenology is brie
y described in Appendix A.

The uniqueness of the hard single di�raction is an existence of the two

di�erent scales in a single interaction. Regarding to the leading hadron, a

momentum transfer via the pomeron is too small to use the perturbative QCD

but it is small enough to use the Regge pole picture. On the other hand, the

interaction between the constitutions of the pomeron and the dissociating

hadron take place in a hard scale where we could use the perturbative QCD.

It is thus possible to probe the \contents" of the pomeron by studying the

hard single di�raction using a combination of the Regge phenomenology and

the perturbative QCD. The pomeron is treated as an e�ective particle state

in the above picture called Ingelman-Schlein model (IS model) [4].

Experimental study of the partonic nature of the pomeron was pioneered

by UA8 experiments [5, 6] by observing dijet production in the single di�rac-

tion events at CERN Sp�pS collider operated at
p
s=630 GeV. They re-

ported that the pomeron exhibits a \hard structure" like zf(z) � 1 � z

basically, where z is a parton momentum fraction in the pomeron. More

recently, both ZEUS and H1 collaboration measured the structure function

of the pomeron by the deep inelastic scattering experiment at the HERA

e-p collider. The measured pomeron structure function is mostly \
at" like

zfq;g=IP (z) � 1 and depends on Q2 slightly. The H1 [7] performed a NLO

QCD �t for the observed pomeron structure function at di�erent Q2 scales
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and concluded approximately 90%(80%) of the momentum is carried by glu-

ons at Q2=4.5GeV2(75 GeV2) under such model. The ZEUS [8] measured

both the pomeron structure function and the di�erential cross section of the

di�ractive dijet photoproduction. They also reported that a substantial part

of the pomeron momentum is carried by gluons if the pomeron is assumed to

have a hadron-like partonic structure in the form of parton densities which

evolve according to the DGLAP equations [9].

At the Tevatron collider, the dijet production [10] and the W -boson pro-

duction [11] were observed in the di�ractive p�p scattering at
p
s=1800 GeV.

The combined analysis of the di�ractive dijet and the di�ractive W produc-

tions support a dominantly gluonic picture of the pomeron. The measured

rates of these processes show signi�cantly lower values than the IS model pre-

diction with the Donnachie-Landsho� 
ux (see Sec. 1.2). This result suggest

that there is a problem in the hypothesis of the factorization of the pomeron


ux at the Tevatron energy although the hypothesis successfully described

the data at the HERA [42].

The study of the di�ractive heavy 
avor production can also allow us

to test the IS model [12]. The di�ractive heavy 
avor production rate is

sensitive to the contribution of the gluon in the pomeron because the heavy


avors are mainly produced through a gluon-gluon fusion. The experimen-

tal study of the di�ractive heavy 
avor production was �rst reported by

the UA1 collaboration at CERN Sp�pS collider [13]. They searched for the

di�ractively produced �+jet events and estimated the heavy 
avor contri-

bution in the data by subtracting non-heavy 
avor backgrounds. Assuming

the hard structure function to the pomeron they found an upper limit of the

di�ractive b�b production cross section �b�b(pT > 8GeV)<50 nb (95% C.L.) at
p
s=630 GeV.

In this thesis we present the �rst observation of the di�ractive bottom
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Figure 1.1: Single di�raction.

quark (b-quark) production in p�p collisions at
p
s=1.8 TeV using the Collider

Detector at Fermilab (CDF). The production of the b-quark is identi�ed with

both the large transverse momentum of the decaying electron relative to the

associating jet axis and the large impact parameter of the electron track.

The ratio of the di�ractive b-quark production to the non-di�ractive b-quark

production is measured. The ratio is compared to the theoretical prediction

of the Ingelman-Schlein model using the Donnachie-Landsho� 
ux.

1.1 Kinematics of the single di�raction

The single di�raction dissociation process, p + �p ! p + X is schematically

shown in Fig. 1.1. Some kinematical variables are frequently used to describe

the single di�raction process. Using the four momentum of the initial beam

particles (P pin; P �pin) and the �nal systems, (P pout; PX), the following three

independent variables are de�ned;

s � (P pin + P �pin)
2
= (P pout + PX)

2
(1.1)

t � (P pout � P pin)
2
= (PX � P �pin)

2
(1.2)

MX � (PX)
2
= (P pin + P �pin � P pout)

2
(1.3)
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where s is a center of mass energy, t is a momentum transfer and MX is a

mass of di�ractive system X. Equation 1.2 can be expressed by the energy

of the system X (EX),

s = (P pout + PX)
2

= PX � (P pout + PX) + P pout � (P pout + PX)

= EX

p
s+

1

2
(s�MX

2 +mp
2);

where mp is the mass of the proton. This formulae yields the following

expression for the energy of the system X,

EX =
s+MX

2 �mp
2

2
p
s

: (1.4)

The 3-momentum of the leading proton ~P pout can be expressed with s and

MX using Eq. 1.4,

���~P pout
���2 = ���~PX

���2
= EX

2 �MX
2

=
[s� (mp +MX)

2][s� (mp �MX)
2]

4s
s;MX�mp������! (s�MX

2)2

4s

)

��� ~P pout
��� � s�MX

2

2
p
s

(1.5)

Now we introduce the another frequently used variable, the Feynman variable

xF ,

xF =
P pout
z

P pin
z

: (1.6)

Since P pout
z �

��� ~P pout
���, we arrive at,

xF �

���~P pout
���

P pin
z

=
2
���~P pout

���
p
s

� 1� MX
2

s
: (1.7)
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ps /m= ln ~1/2 ln ξcy maxy

Figure 1.2: The kinematics of the single di�raction.

Instead of the xF , the � variable is also used frequently,

� =
MX

2

s
= 1� xF : (1.8)

The rapidity distribution of the �nal states is schematically shown in

Fig. 1.2. In the general p�p collisions, the maximum rapidity bound of the

generated particle is calculated from the de�nition,

ymax =
1

2
ln
E + pZ
E � pZ

����
max

=
1

2
ln
(E + pZ)

2

E2 � pZ2

�����
max

� 1

2
ln
(2Ebeam)

2

mp
2

= ln

p
s

mp
(1.9)

Thus the rapidity of the leading proton is ln
p
s=mp. The width of the di�rac-

tive system X can be calculated by using Eq. 1.9 at the center of mass frame

of the system X,

yXwidth � 2 ln

p
s0

m�
= 2 ln

MX

m�
(1.10)

The center of the rapidity for the di�ractive system X is similarly obtained

using Eqs. 1.4 and 1.5,

yXc � �1

2
ln
(EX + j~PXj)2

MX
2 � �1

2
ln

s2

sMX
2

= �1

2
ln
1

�
(1.11)
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Thus, the size of the rapidity gap between the cluster and the leading proton

is obtained using Eq. 1.8,

�y = ypmax � yXc �
1

2
yXwidth

� ln

p
s

mp

+
1

2
ln
1

�
� ln

MX

m�

= ln

� p
s

MX

1p
�

mp

m�

�

= � ln

�
�
m�

mp

�
: (1.12)

The signature of the single di�raction is characterized with this forward ra-

pidity gap.

1.2 Single di�raction in the Regge pole pic-

ture

A detailed analysis of the Regge pole phenomenology shows that the to-

tal cross section and the di�erential elastic cross section can be factorized

into the Pomeron-hadron couplings and the universal contribution from the

Pomeron exchange,

�p�pT = �ppIP (0)�
�p�p
IP (0)

�
s

s0

�[�IP (0)�1]

(1.13)

d�p�pel
dt

=
1

16�
[�ppIP (t)�

�p�p
IP (t)]

2

�
s

s0

�2[�IP (t)�1]

(1.14)

where �ppIP (�
�p�p
IP ) is a coupling of the pomeron to the proton(anti-proton) and

the s0 is a scale parameter introduced for dimensional convenience. The

single di�raction dissociation can also be described in the framework of the

Regge pole phenomenology using the triple Regge diagram. In the particular

range of the kinematical region (� � M2=s <0.1 [1]), the contribution from

the pomeron exchange is dominant.

d�p�psd
dt d�

=
1

16�
�ppIP (t)

2�1�2�IP (t)

"
� �p�p
IP (0)g(t)

�
s0

s00

��IP (0)�1
#

(1.15)
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where g(t) is a triple-pomeron coupling, s0 �M2 is the square of the mass of

the dissociating system, � is the fractional momentum of the pomeron carry-

ing to the proton and s00 is the energy scale parameter. The triple-pomeron

coupling g(t) is experimentally found not to depend on t [1], thus g(t) = g(0).

The term in the brackets in Eq.1.15 can be identi�ed as the pomeron-proton

total cross section �pIPT in analogy with Eq.1.14. Then Eq.1.15 is expressed

as,

d�p�psd
dt d�

= fIP=p(�; t)�
pIP
T (s0) (1.16)

where fIP=p(�; t) is called the 
ux factor of the pomeron and �pIPT (s0) is the

total cross section of the pomeron-proton scattering. The pomeron 
ux factor

is de�ned as

fIP=p(�; t) � 1

16�
�ppIP (t)

2�1�2�IP (t) (1.17)

� 1

16�
f�ppIP (0)F (t)g2�1�2�IP (t); (1.18)

where the t dependence of the �ppIP is replaced by the proton form factor F (t)

probed with the pomeron. The form factor F (t) cannot be determined by

the Regge theory. A hypothesis that a pomeron mainly couples to the quark

in the hadron like a photon can reproduce the data well [14]. This hypothesis

results in that the F (t) is proportional to the electromagnetic-like form factor,

F1(t) =
4m2

p � 2:8t

4m2
p � t

�
1

1� t=0:71

�2

(1.19)

where mp is a mass of the proton. The 
ux factor using this hypothesis is

called Donnachie-Landsho� 
ux and is expressed as,

fIP=p(�; t) =
9

4�2
� 2
0 F1(t)

2�1�2�IP (t) (1.20)

where �0
2=3.202 GeV�2 is the e�ective pomeron-quark coupling.
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1.3 Di�ractive b�b production

The factorization property of the pomeron is supported by the elastic and

the di�ractive scattering experiments and implies that a pomeron can be

treated as an ordinary particle virtually emitted from a hadron. Ingelman

and Schlein proposed to extend the formalism obtained in the soft di�raction

into the region of the hard di�ractive scattering [4]. According to their idea,

we describe our model used to calculate the di�ractive b�b production cross

section in the thesis. Assuming that the factorization property is kept in this

scale, the cross section of the di�ractive b�b production can be expressed as,

d�(p�p! p+ b�bX)

dt d� dp2T
= fIP=p(�; t)

d�(�pIP ! b�bX)

dpT
2 ; (1.21)

where,

d�(�pIP ! b�bX)

dpT
2 =

X
i;j

Z
dx1fai=�p(x1; pT

2)

Z
dx2fbj=IP (x2; pT

2)
d�(aibj ! b�bX 0)

dp2T
;

(1.22)

and the pT is the transverse momentum of the b-quarks. The fai=�p(x1; p
2
T )

and the fbj=IP (x2; p
2
T ) are the structure function for anti-proton and pomeron,

respectively. The sum is performed over all parton types. As stated in the

previous section, the pomeron 
ux factor fIP=p(�; t) is not uniquely de�ned by

the Regge phenomenology. We used the Donnachie-Landsho� 
ux (Eq.1.20)

to calculate the theoretical prediction. ( Ingelman and Schlein used a di�erent


ux parameterization in their original analysis [4]. )

The pomeron structure function fbj=IP (x2; p
2
T ) was recently measured by

H1 [7] and ZEUS [8] using deep inelastic scattering processes. The extracted

parton distribution turned out to be nearly 
at. According to this result, we

used a simple model for a pomeron structure function expressed as;

zfg;q=IP (z) � 1: (1.23)

14



Another frequently used structure function is a hard structure function,

zfg;q=IP (z) � z(1� z) (1.24)

which is derived from the assumption that two partons share the pomeron

momentum. We also used the hard structure function in the analysis.

1.4 Outline of analysis procedure

One of the characteristic signature of the single di�raction is an absence of a

beam jet in one side of the forward rapidity region where particles are usually

observed in the non-di�ractive p�p collisions. This signature is owing to the

color-less nature of the exchanged object and is called the forward rapidity

gap. In order to tag the rapidity gap events, we used two forward detectors,

the forward calorimeters and the BBC which partially overlap with each

other. The rapidity gap signal in the single di�raction is sometimes killed

because particles generated from the dissociating system give the signal in

the detector. We have corrected this rate of ineÆciency using results of the

Monte Carlo study.

The b-quark production candidates are tagged using an electron in the

central rapidity region. We select events with such an electron to make up

an electron sample. The impact parameter distribution and the transverse

momentum spectrum relative to the jet axis are used to estimate the b�b

event fraction in the electron sample. The di�ractive b-quark production

candidates are selected from the electron sample using the rapidity gap signal.

The fraction of b-quark events are individually estimated for both di�ractive

and non-di�ractive sample. After correcting the eÆciency and acceptance

for the rapidity gap tagging, the ratio of the di�ractive to the non-di�ractive

b-quark production is measured. The results are �nally compared to the

theoretical prediction.
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Chapter 2

The CDF detector

This study is performed using the data collected by the Collider Detector at

Fermilab (CDF) during 1994{1995 (RUN1B). The CDF is a multi-purpose

detector built at the B0 collision point of the Tevatron Collider which gives

a head-on collision of the proton and the anti-proton with the center of mass

energy of 1800 GeV. Figure 2.1 shows a schematic view of the CDF. The

main component of the CDF detector is categorized into two sub-systems, a

tracking system (SVX,VTX,CTC and the superconducting solenoidal mag-

net) and a calorimeter system (Forward,Plug,Wall,Central). Each of those

sub-systems is arranged to be symmetric in the cylindrical direction. In this

chapter each sub-system of the CDF detector is brie
y described with em-

phasis on what we used in our analysis. The full description of the CDF

detector is found in the reference [15].

2.1 Coordinate system

Overall CDF coordinate (x; y; z; r; �; �)

We describe the coordinate system and the notation used in the thesis. Fig-

ure 2.2 shows the overall CDF coordinate system. In the CDF coordinate

system, the origin is at the center of the central tracking chamber (CTC).

The beam axis is taken as the z axis and positive in the proton direction.
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The y axis is vertical and positive in upward. The x axis is horizontal and

the direction is de�ned by the right-handed coordinate system.

The cylindrical coordinate system is also used. The r indicates the radial

distance from the z-axis. The azimuthal angle about z-axis is represented

by the �, and de�ned 0 at x-axis. The polar angle relative to z-axis is

represented by the �, and de�ned 0 at z-axis.

Track parameterization (cot �; C; z0; d; �0)

The CDF has a solenoidal magnet which functions as a spectrometer magnet

in the central region of the CDF. Under this magnetic �eld, a trajectory of

charged particle become a helix, the axis of which is parallel to the magnetic

�eld. At the CDF the following 5 parameters are used to describe the helix

of a track [16]:

~� = (cot �; C; z0; d; �0)

where:

cot� : cotangent of the polar angle at minimum approach.
C : half curvature
z0 : z position at point of minimum approach to origin of helix.
d : signed impact parameter distance between helix and origin at

minimum approach.
�0 : azimuthal angle of track at point of minimum approach.

Pseudorapidity (�), Transverse energy (ET)

In a hadron-hadron collision, interacting system is variously boosted along

z-direction in event by event. It is thus convenient to use an invariant form

under Lorentz boost to describe the physical quantity, such as a cross section.

Consider the invariant volume element in the momentum space,

dpx dpy dpz
E

:
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This form is invariant to any Lorentz transformation. Since the CDF is a

symmetric detector in � direction, this form can be transformed into the

following expression in the cylindrical coordinate,

�pT dpT dpz
E

:

where pT is de�ned as pT � p sin �. Against the Lorentz boost along the z-

direction, pT and dpT are obviously invariant. Since the overall expression is

an invariant form, the rest term, dpz=E is an invariant quantity for z-boost.

It is thus useful to introduce the new variable y by the following di�erential

equation,

dy � dpz
E

=
dpzp

m2 + pT 2 + pz2
:

Solving this equation, y is de�ned as,

y � 1

2
ln

�
E + pz
E � pz

�
:

This value is called rapidity of the particle. The shape of rapidity distribution

dN=dy is invariant under z-boost.

For p� m, the rapidity may be approximated by the pseudorapidity,

� � 1

2
ln

�
p+ pz
p� pz

�
= � ln

�
tan

�

2

�
:

The pseudorapidity distribution dN=d� is also approximately invariant when

p� m and �� 1=
. The advantage of the pseudorapidity to the rapidity is

that it can be measured even the mass of the particle is unknown.

In the CDF, transverse energy ET is frequently used since it is also in-

variant under z-boost. ET is de�ned as,

ET � E sin �

where E is the energy cluster observed in the calorimeter and the � is a polar

angle of a vector to the center of the energy cluster from an actual interaction

point.
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2.2 Tracking detectors

Tracking is important for identi�cation of charged leptons. Since both elec-

trons and photons leave similar signals in the calorimeter, the existence of

particle track which matches to the energy cluster is an important evidence

for the electron signal.

Tracking information also gives a momentum of a charged particle un-

der the magnetic �eld. The CDF has a superconducting solenoidal magnet

which produces 1.4 T magnetic �eld in the central rapidity region. This

strong magnetic �eld enables the central tracking chamber to provide a pre-

cise momentum determination for charged particles.

Another important information provided by the tracking is an decay point

of the long lived particle produced by the p�p collision. This information plays

a crucial role to identify those long-lived particles such as b-hadrons, which

is a subject of the analysis in the thesis.

The CDF has four separate tracking detectors within the magnetic �eld

as shown in Fig. 2.1. The outline of each detector is brie
y described in the

following sections.

Silicon Vertex detector: SVX

The SVX [17, 18] is a r-� tracking device placed very close to the beam pipe.

The main purpose of the SVX is to measure trajectories of charged particle

precisely enough to distinguish b hadron decays using their relatively long

decay length (c� � 430�m).

The SVX is divided into two modules at the z = 0 and each of half are

called `barrel'. An SVX barrel is shown in Fig. 2.3. Each barrel consists

of four concentric layers of silicon micro strip sensors. The inner and outer

layers of the SVX are at radii of 2.86 cm and 7.87 cm, respectively. Total

length of the SVX along z axis is 51 cm ( 25.5cm for a barrel ) and this
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Figure 2.3: An isometric view of the SVX detector. r = 7:9 cm, l = �25:5 cm.

length covers about 60% of p�p interactions observed at the CDF.

Each of silicon sensors in a barrel have 60�m strips (55�m for the fourth

layer) along z axis on the one side. Signals from those strips are read out

though 200 nm layer of SiO2 to prevent saturation of the input ampli�er from

leakage currents in the detector. The individual hit resolution is obtained

by �tting the charge distribution of neighboring strips, and the resolution is

about 10�m.

In the thesis, SVX plays a key role to extract b-quark events from inclusive

electron sample. The SVX provides a precise measurement of the impact

parameter which re
ects the lifetime of the parent particle.

Vertex Time Projection Chambers: VTX

The VTX consists of 28 time projection chambers which are mounted end-

to-end along the z-axis. Each of the chambers have a central high voltage

grid in r-� plane that make the chamber to have two drift region with 4 cm
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long. Drift electrons move along z-axis toward multiple sense wires arranged

in r-� plane, concentric to the beam axis. Those wires provide r-z view of the

track by measuring the arrival times of drift electrons using Time-to-Digital

Converter (TDC). The r-� tracking is also provided by cathode pads behind

those wires.

The VTX has a very wide acceptance in polar angles (3:6Æ<�<176:4Æ) and

this enables us to determine z positions where hard p�p collisions occurred.

Knowledge of the location of the event vertex gives the �rst order correction

in the calculation of physics quantities such as the transverse energy and also

gives separation of multiple events in a single bunch crossing.

Central Tracking Chamber: CTC

The Central Tracking Chamber (CTC) [19] is a 1.3 m radius 3.2 m long cylin-

drical drift chamber which gives precise momentum measurements (ÆpT=pT �
0:002pT ) in the angular region, 40Æ<�<140Æ (-1<�<1).

The CTC has 84 layers of sense wires, which are basically strung along

z-axis. Those layers are grouped into 9 super-layers. A superlayer consists

of a single layer of drift cells (super-cells) that surround the z-axis. Each

super-cell has multiple wires to form the electric �eld inside. The CTC has

two kinds of superlayers which alternatively surround the z-axis as shown in

Fig. 2.4. The �rst ones which start from the innermost layer are called axial

superlayers and whose wires are strung exactly along z-axis. The axial super-

layers provide r-� view of the track. The CTC has 5 such axial superlayers.

The rest superlayers (4 layers) are called stereo superlayers and whose wires

are strung with an angle of �3Æ relative to z-axis. The combined analysis of

the information from the stereo superlayers and the axial superlayers provide

r-z view of the track.

In each superlayer, super-cells are not arranged in parallel to the radial
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Figure 2.4: The CTC end-plate showing the wire slots.
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Number of layers 84
Number of superlayers 9
Stereo angle 0Æ +3Æ 0Æ �3Æ 0Æ +3Æ 0Æ �3Æ 0Æ
Number of cells/layer 30 42 48 60 72 84 96 108 120
Number of sense wires/layer 12 6 12 6 12 6 12 6 12
Sense wire spacing 10 mm in plane of wires
Tilt angle(center of plane) 45Æ

Table 2.1: Mechanical parameters of the CTC

direction. They are tilted 45Æ respect to the radial direction so that the

drift trajectories of electrons are approximately azimuthal under the crossed

magnetic and electric �eld. Without this tilt angle, dead space would emerge

at the ends of the cells because of a large Lorentz angle. The tilt angle of

the cells has an extra advantages of resolving tracks. Since the cells do not

have a mirror symmetry respect to the radial plane, the track coming from

the center of the CTC can be uniquely resolved.

The CTC wire gives an extra information for the particle identi�cation

aside from the track information. The pulse height of the wire signal re
ects

a magnitude of the energy deposition in the drift chamber. Since the energy

deposition is a function of a velocity rather than the momentum, it is possible

to extract the mass of the particle by combining the observed momentum and

energy deposition. In the thesis, energy deposition (=charge deposition) in

the CTC is represented by QCTC and used to help separating an electron in

the analysis.

2.3 Calorimeters

The main purpose of the calorimeter is to measure the magnitude and the

direction of all energy 
ow 1 from an interaction point. One of the advantage

of the calorimeter is its ability to identify the particular type of particles, i.e.

1Except for neutrinos and muons since they deposit no or very small part of their
energy in a dense material. The muon is detected with a muon chamber.
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electrons and photons, using their characteristic signature of electromagnetic

cascade in a dense material. An electromagnetic cascade is caused by a chain

reaction of an electron-positron pair creation by a photon which is created

by a bremsstrahlung of electrons(positrons). The calorimeter to measure

the energy of the electromagnetic shower is called the electromagnetic (EM)

calorimeter.

The energy of the hadron can also be measured using a shower in a dense

material but a strong interaction take a important part of the developing

process in this case. The shower development by a strong interaction is

much slower than electromagnetic shower as a function of material depth.

For this reason, the calorimeters to measure hadronic energies need to have

a larger depth than the EM calorimeter and it is located behind the EM

calorimeters.

The CDF calorimeters use projective tower geometry, which points back

to the nominal interaction point. Those towers cover the pseudo-rapidity

range from -4.2 to 4.2, and cover full range in the azimuthal angle as shown

in Fig. 2.5.

We use the central electromagnetic calorimeter (CEM) to tag the electron

from b-hadron decay, and the forward calorimeter (FCAL) to detect the

rapidity gap signature of pomeron exchange events.

Central Electromagnetic Calorimeter: CEM

The central electromagnetic calorimeter (CEM) [20] and the central electro-

magnetic shower max counter (CES) are the important tools to identify the

electron production in the central rapidity region. They also provide the

`central electron' trigger.

The CEM covers the pseudorapidity range from -1.1 to 1.1 and has the

full coverage in � using 478 projective towers. The size of a tower is 0:1(�)�
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Figure 2.5: The CDF calorimeter segments shown in � � � plane. Hatched area

shows partial depth coverage only due to cut for low beta quadrupoles. Black area

shows no coverage.

15Æ(�) (24:1cm � 46:2cm) and this size is large enough to cover a typical

electromagnetic shower development of a few cm in lateral size. The depth

of a tower is 18 radiation length (0.6 absorption length). The CEM uses

lead sheets interspersed with scintillator as the active detector medium. The

scintillation light from the scintillators in a tower is collected and piped

into the photomultiplier (PMT) through the wavelength-shifter. The CEM

have an electron energy resolution of �=E=13:5%=
p
ET �2% (the symbol �

signi�es that the constant term is added in quadrature in the resolution and

ET is in GeV).

The CES is embedded at the depth of 5.9 radiation length in the CEM

measured from the solenoidal coil. The longitudinal shower development

becomes maximum at this depth in average. The CES is a proportional gas

chamber to measure the position and the lateral shape of the electromagnetic

shower at the maximum development. The CES is made up with strips
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CES chamber CPR chamber
Wires Strips Wires

(r-� view) (z view) (r-� view)
Number of channels 32 69a,59b 16
Spacing (cm) 1.45 1.67a,2.07b 2.2
Spatial resolution (cm) 0.2 0.2 -
Saturation energy (GeV) 150 150 >150
Chamber length in z (cm) 234 103
Chamber width in � (Æ) 14.0 12.1
aFor CES segment between 6 cm < z <115 cm.
bFor CES segment between 115 cm < z <240 cm.

Table 2.2: Description of the shower max detector (CES) and preshower
detector (CPR).

perpendicular to the beam axis and wires along the beam axis. It measures

the shower position in twodimensions with the resolution of 2 mm(r-�:wire)�
2 mm(z:strip).

Central and Endwall Hadron Calorimeters: CHA,WHA

The central hadronic calorimeter (CHA) [21] lays after CEM, covering j�j
up to 0.9. It is mounted around the solenoid consisting of steel plates and

acrylic scintillator. Because the CHA is placed in outer radius, it covers

the pseudorapidity range j � j< 0:9, with the end-wall hadron calorimeter

(WHA) extending this coverage out to j � j< 1:3. The CHA consists of 32

layers of 1 cm thick scintillator interleaved with layers of 2.5 cm thick steel.

The WHA is made up of 15 layers of 5 cm thick steel followed by 1 cm thick

scintillator. It presents 4.5 absorption lengths of material and has an energy

resolution of 75%/
p
E � 3%.

Forward Electromagnetic Calorimeter: FEM

The forward electromagnetic calorimeter (FEM) [22] is placed at � 6m away

from the nominal interaction point in the z-direction to provide the informa-
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tion of electromagnetic energy 
ow in the small angle region near the beam

line. Two FEM are placed in the forward and the backward of the CDF. The

FEM covers the pseudorapidity range from 2.3 to 4.2 (11Æ > �; � � � > 2Æ)

and has the full coverage in azimuthal angle.

The FEM is a sandwich calorimeter of 30 lead ( 96%Pb,6%Sb ) sheets

and 30 proportional gas chambers. The depth of the detector is 25.5 X0.

The FEM is physically divided into quadrants at the x-z and y-z plane. The

cathode pads of the chamber layers are ganged in the longitudinal direction

in order to form the projective tower geometry of the unit of 0:1(�)� 5Æ(�).

The tower has two depth segmentations both of which are 15 layers thick.

The anode wires of chamber do not form a tower as pads, but they are ganged

in each layer to form the sectors. The quadrant has 5 sectors per layers, and

those sectors are read out independently for each layer.

The anode information of individual layers is not used for energy mea-

surement itself, but used to reject the hit of slow neutron which mimic the

unexpectedly high energy signal in a tower [23]. The slow neutron can kick

out a slow proton in a detector, and the ionization energy loss of a slow pro-

ton is extremely larger than the one for the relativistic proton. Since a slow

proton cannot go through the lead radiator layer, the high dE/dx signal is

observed only in a single anode layer.

Forward Hadron Calorimeter: FHA

The forward hadron calorimeter (FHA) [24] measures the hadronic energy


ow in the small angle region. It is placed behind the FEM and those two

calorimeters provide a comprehensive energy measurements for this rapidity

region, 2.2< j�j <4.2. The structure of the FHA is similar to the FEM. It is a

sandwich calorimeter of 27 steel plates and 27 ionization chambers. The FHA

is also divided into quadrants, and the cathode pads in the chamber form
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the projective tower geometry with the unit of 0.1(��)�5Æ(��). The anode
wires in each chamber layer form six sectors. The signal from those wires

can be used to independently monitor the performance of the calorimeter

and to provide information on the longitudinal development of showers in

the detector.

In the analysis of the thesis, FEM and FHA are used to tag the rapidity

gap signal in this forward rapidity region.

2.4 Central Preshower chamber: CPR

The central preshower chamber (CPR) is a multi-wire proportional cham-

ber placed between the the CEM and the solenoid magnet coil. It samples

the electromagnetic showers that started in the solenoid magnet material

(1.075X0). It has 2.22 cm cells segmented in r-� and are positioned at a

radius of 168 cm from the beam line. It consists of four chamber divisions

spanning �1.1 units of pseudo rapidity �.

In the electron identi�cation, the CPR provides the useful information to

separate the real electrons from the hadrons which mimic the electron signal

in the CEM. An electron tends to start making a shower in the solenoid and

thus leave a large pulse in the CPR, while a hadron tends to leave only a

minimum-ionizing pulse.

2.5 Beam-Beam Counter: BBC

The beam-beam counter (BBC) consist of a set of scintillator hodoscopes

mounted around the beam pipe at �6 m from the nominal interaction point.

The east and west BBCs cover the pseudorapidity range 3.24< j�j <5.89
(0:317Æ < � < 4:47Æ, 0:317Æ < � � � < 4:47Æ). The east BBC covers the

positive � range, and the west BBC covers the negative. The BBC is used

as the primary luminosity monitor. It also provides a relatively unbiased
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Figure 2.6: BBC counter.
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\minimum-bias" trigger.

The arrangement for the BBCs is shown in Fig. 2.6. Each set of counters

consists of 2 layers of scintillators; the layer closest to z=0 being mounted

horizontally and the other layer being mounted vertically. Their sizes are

adjusted so that they subtend roughly equal amounts of rapidity (�� �0.67).
Each scintillator is viewed by a phototube at each end.

In the thesis, the BBC is used as an important tool to tag the rapidity

gap signal in addition to the forward calorimeters.

2.6 Trigger

In the CDF, the cross section for the inelastic events which at least hit the

BBC in both sides is 50mb. On the other hand, the cross section for more

interesting events, for example W ! e� is only 2� 10�6mb. It is thus

crucial for the experiment to implement the sophisticated trigger into the

detector complex.

The CDF employs a three-level trigger system [25, 26]. The idea behind

the multi-level trigger structure is to minimize the deadtime and to give a


exibility for the system. Several kinds of triggers are implemented in each

level and the event is selected if it passes at least on of those triggers in each

level. The only those relevant to the analysis are described below.

Level-1

The Level-1 decision is made within the 3.5�sec between beam crossings and

it therefore incurs no deadtime. In this level, the decision is made with

the simple information such as energy deposition in the calorimeter, the

coincidence of east and west BBCs and the existence of the sti� track in

the chamber (but no their positions). Neither no energy clustering nor no

tracking is made.
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The central calorimeter consists of projective towers of 0:1(�) � 15Æ(�).

In order to reduce the number of signals, the logical trigger tower of 0:2(�) �
15Æ(�) is produced by summing the analog outputs from adjacent two towers.

The electromagnetic and the hadronic towers are individually treated in the

trigger. The analog signal from the trigger tower is corrected for a bias

level and a gain variation, and then converted into a transverse energy by

giving a sin � weight according to the tower position. All those correction

are made in the analog stage. The trigger tower ET is compared with certain

threshold levels provided by programmable Digital-to-Analog Converter. The

main Level-1 trigger which accepts the central electrons is the one using ET

threshold of 8.0 GeV for the EM energy. When a particular analog signal is

over this threshold, the event is passed into the Level-2 stage.

Level-1 delivers a rate of a few kHz to the next level.

Level-2

In this stage, topological features, such as energy clusters and tracks, are

reconstructed and used for the event selection. This process needs �20�sec
and incurs about 5�10% deadtime.

The hardware energy clustering in the calorimeter is performed using the

analog signals from trigger towers. A list of the cluster properties, including

position, width, and transverse energy is compiled. The hardware track

reconstruction is also performed using the CTC outputs but only for r-�

plane [27]. Results of those reconstruction are analyzed by fast computation

modules specialized to select each subjects; jets, electrons, muons and so on.

The \electron" events are selected based on the cluster width, the ratio of

electromagnetic to hadronic energy deposition and the presence of a high

pT track. In RUN1B, the new hardware trigger which implements the CES

information was also used for electron selection [28].
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Level-3

When the event passes the level-2 trigger, the entire information from the

CDF detector is digitized and readout by the front end scanners. After

�nishing readout, the level-1 and the level-2 systems are released to evaluate

the next events again. The readout data are reformed into a standard format

for the o�ine analysis and then pushed into one of the bu�ers in the level-3

trigger system. The Level-3 trigger is a software trigger running on UNIX

machines. The system consists of 96 bu�ers and 48 nodes which process the

events in parallel. The electron selection in this stage is based on almost the

same information as used in the o�ine analysis. We will describe this event

selection criteria in the next chapter. The event which passes Level-3 trigger

is recorded on the 8 mm tape at a rate of about 10 Hz.
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Chapter 3

Event selection

In this chapter the b-quark event selection is described. We started with

the events that satisfy the \electron" requirement in the CDF trigger system

during the run time. However, substantial amount of the non-electron back-

ground still remains in this stage. We apply tighter electron identi�cation

criteria to remove the non-electron background events. Additional require-

ments on the remaining events are made to enrich the b-quark event fraction.

It also ensure the good measurements of some variables (Impact parameter,

prelT ) used to estimate the b-quark event fraction. Finally the di�ractive can-

didates are selected from the b-quark candidates by the rapidity gap tagging.

3.1 b�b candidate selection

3.1.1 Central electron trigger

We start from the data sets which includes electron candidates observed in

the CEM. In this data sets, the following selection criteria have been applied

at the level-3 trigger. The terms used in this lists are described later.

� ET (ele)
1 >7.5 GeV

� PT (ele)>6.0 GeV/c

1The transverse energy is calculated using the nominal interaction point
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� LSHR <0.2

� HAD/EM<0.125

� cluster-track matching at the CES: r�� < 3:0 cm

� cluster-track matching at the CES: �z < 5:0 cm

� �2strip <10

In order to avoid the trigger bias which kill the rapidity gap events, we

ensure that the events are not collected by the level-1 trigger of the west and

east BBC coincidence. We selected the events taken by the central electron

triggers (CEM 8 CFT 7 5 V* or CEM 8 CFT 7 5 XCES*) in order to compare the

physics results to the Monte Carlo simulation which models this trigger.

3.1.2 Electron identi�cation

We �rst de�ne the electron energy cluster in the central EM calorimeter.

Since the lateral size of electromagnetic shower is smaller than the size of sin-

gle tower, the maximum size of the electron cluster is restricted to the 3 tow-

ers in the � direction and only one tower in the � direction [0.3(�)�15Æ(�)].
The ET threshold used for the clustering is 0.1 GeV. The \electron track" is

de�ned as the highest momentum track which points to the electron energy

cluster.

Electron identi�cation at the CDF is basically performed using a signa-

ture of electromagnetic shower development in the EM calorimeter and the

presence of the track in the CTC.

However, a charged hadron which leaves a track in the CTC can mimic

the electron signature in the calorimeter by the energy deposition through

the �0s production in the material. The produced �0 immediately decays

into two photons that start an electromagnetic shower. This background
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(\hadron faking electron") is diÆcult to separate since the shower shape is

basically identical to the electron.

Another source of event which mimics the electron signature is an overlap

hit of a charged hadron and photons on the same calorimeter cluster. In the

Tevatron, most of photons are produced by �0 ! 

 decays in the QCD

jet. Those two photons from the �0 decay tend to point to the single elec-

tron energy cluster since the two photon system is highly boosted toward the

calorimeter comparing to the pion mass. The lateral shape of such electro-

magnetic shower caused by two photons is di�erent from the single electron's

one and this property is used to reject those events.

In order to suppress the above non-electron backgrounds we applied the

following electron identi�cation cuts:

Hadronic energy fraction: HAD/EM

A ratio of hadronic to electromagnetic cluster energy HAD/EM is used to

identify the isolated electromagnetic shower signature. We use the upper

bound of the HAD/EM of 0.04 when a single CTC track is pointing to the

calorimeter energy cluster. When multiple tracks are pointing to the cluster,

we loosen the upper bound of the HAD/EM to 0.10.

Energy momentum ratio: E/p

The energy and momentum match is required since we selected isolated en-

ergy cluster for an electron candidate. This cut is useful to reject the acci-

dental overlap of charged hadrons and photons. We used the allowable E/p

range from 0.75 to 1.4.

Lateral shower shape adjacent towers: LSHR

The energy sharing in adjacent towers for electrons is very di�erent from that

for an overlap of photon and hadron. Most electrons deposit the energy on a
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single CEM tower since the typical lateral size of electromagnetic shower is

smaller than the tower size. On the other hand, an overlap event of charged

hadron and multiple photons could leave extra energies in towers adjacent

to a seed tower by multi-photon hit. So this type of background can be

suppressed by requiring a tower energy pro�le in a three-tower sum cluster.

The lateral shower pro�le LSHR [29] is de�ned by comparing the measured

energy sharing to the test beam data.

LSHR = 0:14�
X
i

Eadj
i � Eprob

iq
0:142E + (�Eprob

i )2
:

Here, Eadj
i is the measured energy in the tower adjacent to the seed tower;

Eprob
i is the expected energy in that tower calculated from the seed energy of

the cluster, the impact point from the strip chamber, and the event vertex

using a shower pro�le parameterization from test beam data; E is the EM

energy in the cluster; and �Eprob
i is the error in Eprob

i associated with a 1-

cm error in the impact point measurement. The sum is over the two towers

adjacent to the seed tower in the same azimuthal wedge. We required Lshr

to be less than 0.2 for an electron candidate.

Lateral shower shape in a seed tower: CES �2

A �ner pro�le of a lateral shower shape in the seed tower is measured using

strip and wire information of the CES. This pro�le is also used to reject the

overlapping background.

In the CES, 11 strips (18�23cm) around the peak channel is used to

sample the shower shape perpendicular to the beam line. The shower shape

along the beam line is also sampled by the CES wires in the same way.

The measured energy distribution in strip and wire channels are compared

with those of test beam data to calculate a �2. We require the �2 to be less

than 10.0 for electron candidates in both strip and wire views.
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Position matching: r��;�z sin �

The position matching of the shower centroid and the electron trajectory is

required to reject the overlapping background. The shower centroid of the

electron candidate is obtained by �tting the measured lateral pro�le with the

CES to that expected from the test beam pro�le, as described in the previous

section. The position in the local CES coordinate system is represent with

(Xces,Zces), corresponding to r � � and z in the CDF coordinate system.

The CTC track of the electron candidates is extrapolated to the detector

radius where the CES is placed to calculate the deviation of this extrapolated

track from the shower centroid. We require the deviation in the r-� view

�Xces(= r��) to be less than 1.4 cm. We also require the deviation in the

polar angle view �Zces sin �(= �z sin �) to be less than 2.0 cm.

CPR charge

The CPR charge deposition is useful to reject the hadron faking electrons.

Since a hadron hardly start a shower before the CPR layer, it deposits less

charge in the CPR than real electrons.

The charge deposition in three CPR wires (6.6 cm) around an `electron'

trajectory are summed and then corrected depending on both the angle and

the momentum of the track (see Appendix B).

The CPR charge distribution for real electrons is signi�cantly di�erent

from for the hadron rich sample. We used an lower bound of the CPR

charge of 2.0 for electron identi�cation, where the selection eÆciency for real

electron(hadron) is 93%(46%).

3.1.3 Additional requirements

There are several other processes to produce real electrons aside from the

b-hadron decay.
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One of the main source of the electron is a photon conversion process

in the detector material (
N ! e+e�N). The Dalitz �0 ! e+e�
 decay

also produces the real electron. Those events are characterized by the pair

production of the two oppositely charged particles (e+e�).

The weak boson decay (W ! e�; Z ! e+e�) is another source of the real

electron. The electron from this process is characterized by a large transverse

momentum because of a large mass of the weak boson, � 80 GeV/c2.

The most diÆcult source of the electron to separate is a semi-leptonic

decay of a charm quark. In order to achieve the separation of b-hadron from

c-hadron decay, we require a good reconstructed track for the electron in the

SVX and an associating jet around the electron track.

The additional requirements for the b-quark candidate selection is de-

scribed here. Some fundamental quality cuts to ensure the good measure-

ments of the electron energy are also listed.

Photon conversion rejection

The opening angle between the electron-positron pair produced by the pho-

ton conversion process is very small since the mass of the parent particle is

zero. This is also the case with the electron-positron pair which is produced

through a Dalitz decay �0 ! e+e�
 because the mass of the parent is much

smaller than its kinetic energy.

To identify those events, a conversion partner track of the electron can-

didate is searched from all CTC tracks (\conversion �nding method"). The

following cut are applied to an oppositely charged track to the electron can-

didate:

� jÆSj < 0:2(cm)

� jÆ cot �j < 0:06
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The jÆSj is a distance between two trajectories when they become parallel in

the r-� plane. The jÆ cot �j represents a parallelism of two trajectories in the

r-z plane de�ned by the di�erence between cot � of two trajectories. If there

exists a track which satisfys the above requirements, we reject the candidate

as a conversion electron.

The another method to identify a conversion electron is to look a conti-

nuity of the drift chamber tracks. When a photon conversion take place in

the material between the two chambers, an ionization track is observed in

the outer chamber but not in the inner chamber. We use the hit occupancy

of the VTX (V TXocc) to reject the conversions occurring outside the VTX.

The V TXocc is de�ned as a ratio of the number of VTX wire hits to the

number of wires which are expected to be �red by a particle.

� V TXocc > 0

Ideally, we should not have such \outside" conversions in the sample because

we require a hit in the SVX placed inside the VTX. However, it is possible

to link the hits in the SVX to the wrong CTC track in the actual track

reconstruction.

Weak boson rejection

W decay events (W ! e�) is characterized by a large missing ET and a

large electron ET . The missing ET , denoted by =ET is de�ned to be the vector

sum of transverse energy in calorimeter towers over the pseudorapidity range

j�j <3.6;

=ET =

�������
X
j�j<3:6

�!
ET

������ :
We use the following cuts to reject W decays:

� ET (ele) < 20GeV

40



� =ET < 20GeV

The electron from Z ! e+e� decay also has a large ET . This event is

also rejected by the above electron ET cut.

electron ET

We require the electron to have an ET above 9.5 GeV in order to minimize a

bias on the ET spectrum due to a trigger ineÆciency. The trigger eÆciency

depends on both ET and PT .

� ET (ele) > 9:5GeV

Track quality

For the high precision measurement of the impact parameter, we require the

electron to have a good reconstructed track in the SVX. We require the track

to have the hits in at least three SVX layers. The �2 of the reconstructed

track divided by the number of hit SVX layers is required to be less than 6.

� Nsvx �3

� �2svx=Nsvx <6

In the CTC, reconstructed electron track was required to have at least 2

axial layers with at least 5 hits each and at least 2 stereo layers with at least

2 hits each.

Vertex position

To ensure the good energy measurement in the projected tower geometry of

the calorimeter, we require z0 of the electron track to be within 60 cm of

the nominal interaction point. However, this cut is somewhat too deliberate

because we require the electron to have a hit in the SVX which is �26 long

in z direction.

� jz0(ele)j < 60cm
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Associating jet requirement

In order to measure the prelT ( see Sec. 5.2 ), the associating jet is required

for the electron track. Jets are reconstructed by clustering tracks in the

CTC, using the following algorithm [30]: all `good' tracks with pT > 1.0

GeV/c are found and placed into an array of `seed' tracks; the seed tracks

are looped over and if another seed track lies within the cone R=0.4, where

R2 = ��2 +��2, then the two seeds are merged into one by summing their

momenta vectorally; this process is iterated until no new merging occur; the

�nal phase of clustering consists of merging `good' tracks with pT > 0:4

GeV/c that lie within the seed cones. Once the jets have been clustered, prelT

is calculated using the jet that is closest to the electron in R.

In this clustering algorithm, the `good' track is de�ned by the following

conditions: the good track is reconstructed as a 3D track; the track have at

least 2 axial layers with at least 5 hits each and at least 2 stereo layers with

at least 2 hits each; the track has a common origin to the electron track,

jz0 � z0(ele)j <5cm; the impact parameter of the track is within 5.0 cm.

The associating jet to the electron is required to have at least 3 tracks

including the electron track.

Summary of the selection criteria

All selection criteria listed above are summarized in Table 3.1. We obtain

161,775 electron candidates using the above selection criteria.

3.2 Di�ractive candidate selection: Rapidity

gap tagging

The di�ractive b-quark production events in the about 160k electron candi-

dates are extracted using a rapidity gap method [10, 11].

We used two kinds of forward detectors in the rapidity gap analysis: the
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9:5 < ET (ele) < 20:0 GeV
HAD/EM< 0:04 for 1 track

HAD/EM< 0:10 for multiple tracks
0:75 < E=p < 1:4
LSHR < 0:2
�2strip < 10:0
�2wire < 10:0

�Xces < 1:4 (cm)
�Zcessin� < 2:0(cm)

Good �ducial hit in the tower
CPR charge > 2:0
Conversion rejection

=ET < 20 GeV
Good SVX track: Nsvx � 3; �2=Nsvx < 6

Good CTC track
Associating jet must be reconstructed for the electron track

jz0(ele)j < 60cm

Table 3.1: Summary of the event selection cuts.

BBC (5:9 > j�j > 3:2) and the forward calorimeter (4:2 > j�j > 2:4). The

analysis is based on the BBC multiplicity and the number of calorimeter

clusters with energy above 1.5 GeV, in the same rapidity side. The cluster

energy threshold of 1.5 GeV is used to suppress the calorimeter noise. We

make the tower clusters as follows: We pick up the towers with ET above

0.1 GeV. For the towers with ET below 0.1 GeV, we apply the additional

requirements of E(EM) >0.5 GeV and E(HAD)>0.8 GeV. After this cut, all

survived towers neighboring to each other are clustered within the cone size

of
q
(��)2 + (��)2=0.25.

The correlation plot of the BBC multiplicity NBBC and the cluster multi-

plicity NC is shown in Fig. 3.1. The +� and -� sides are plotted in the same

�gure. The distinct peak at the zero multiplicity bin (NBBC = NC = 0) is

observed in this plot. This is a rapidity gap signature of single di�ractive

events. This gap is caused by an exchange of colorless object between two

incoming beam particles. We de�ne the di�ractive signal region to this zero
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multiplicity bin. In this di�ractive signal region, 100 events are observed.

Figure 3.2(a) shows the electron ET spectrum for the di�ractive candidates

compared that for the whole electron sample. Those two spectra do not show

any signi�cant di�erence. Figure 3.2(b) shows the pseudorapidity distribu-

tion of the electrons. Di�ractive candidates tagged with positive rapidity

side are plotted after changing the sign of the electron � so that rapidity gap

is always come to left side of the plot. The di�ractive candidates show a

small shift toward the opposite side of the rapidity gap.

The background �t of the non-di�ractive events in the signal region is

performed using the one-dimensional multiplicity plot (Fig. 3.1(b)) obtained

by picking up the diagonal bins in Fig. 3.1(a). We �t the high multiplicity

region using a straight line and then extrapolate it to the di�ractive sig-

nal region. The background �t yields 24.4�5.5 non-di�ractive events in the

di�ractive signal region.

We have checked a possible di�erence between two rapidity sides. The

number of di�ractive candidates in each rapidity side is analyzed individually

as shown in Fig. 3.3 and Fig. 3.4. The number of di�ractive candidates is

38.1�7.7 in the +� side and 37.9�8.4 events in the -� side. We thus conclude

that the di�erence between two forward detectors is negligibly small.
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Figure 3.1: (a) BBC multiplicity versus adjacent forward calorimeter cluster
multiplicity (two entries per events). (b) Multiplicity along the diagonal axis
in the above plot. Non-di�ractive background in the zero multiplicity bin is
estimated by a streight line �t.
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Figure 3.2: (a) Transverse energy spectrum of electrons. The solid histogram
shows whole electron sample and solid circles show the di�ractive candi-
dates. (b) Pseudorapidity distribution of electrons. The solid histogram
shows whole electron sample and black circles show the di�ractive candi-
dates. The di�ractive candidates tagged by the +� side gap are plotted with
an inverted sign of its electron pseudorapidity.
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Figure 3.3: (a) BBC multiplicity versus cluster multiplicity in +� side (two
entries per events). (b) Multiplicity along the diagonal axis in the above plot.
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Figure 3.4: (a) BBC multiplicity versus cluster multiplicity in -� side (two
entries per events). (b) Multiplicity along the diagonal axis in the above plot.
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Chapter 4

Background from non-heavy


avors

In the previous chapter we described the selection criteria to make the sample

of the b�b production candidates. We will call this sample as a \whole electron

sample". Although we have applied tight electron cuts, we still have three

types of backgrounds in the whole electron sample: (i) charged hadrons faking

electron, (ii) electrons from photon conversions and (iii) electrons from c-

quarks. In the latter two backgrounds, we have real electrons. We estimate

the residual number of photon conversions using the eÆciency of the method

used to reject conversions. The third background, electron from c-quarks, are

diÆcult to estimate. The method to estimate this background is described

in the next chapter.

In this chapter, we describe how to estimate the non-heavy quark back-

grounds, hadrons faking electrons and photon conversions.

4.1 Hadrons faking electrons

The electron quality cuts which we have applied to the data mainly use the

shower shape of the electrons and thus it is e�ective for removing the events

with multi-photon and hadron overlapping. However, this method has a

diÆculty to remove the hadrons faking electrons because the shower shape

49



of those hadrons is similar to that of the real electrons. In order to estimate

the fraction of those hadrons, we use the CPR charge distribution. At �rst we

make the templates for real electrons and hadrons using the control samples

as described below.

4.1.1 Control sample for CPR templates

Real electron sample

A real electron sample is made from a sample of events with photon conver-

sion identi�ed using the conversion �nding method as described in Sec. 3.1.3.

We apply the following selection criteria to make this sample:

� Apply all electron identi�cation cuts shown in Table 3.1, except for the

requirements of CPR, conversion rejection and SVX hit

� Identify a conversion using the conversion �nding method: jÆSj <
0:2(cm) and jÆ cot �j < 0:06

� Require the conversion to occur in the CTC inner wall: 30 > Re+e� >

20 cm

� Require the measured QCTC ( see Sec. 2.2 ) for the conversion partner

track to be larger than the predicted value for an electron track by one

sigma

� V TXocc < 0:2

The CPR distribution for this \pure" electrons are shown in Fig. 4.1(a). In

order to parameterize the distribution, we �t this distribution to the following

empirical function:

f(x) = P1x
P2exp

�
P3x

P4
�
+
P5
P7
exp

"
�1

2

�
x� P6
P7

�2
#
:

The obtained �t function is used as a template for the real electrons.
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Hadron-rich sample

A hadron-rich sample is selected by removing the events satisfying the HAD/EM

requirement for electron selection in Table 3.1. We assume that the energy

deposition of hadrons in the CPR can be �tted to a Landau distribution since

the CPR is a gas proportional chamber. We �t the hadron-rich sample to a

Landau distributions plus the electron template. We practically use a sum

of two Landau distributions to make a better �t. The �t results are shown

in Fig. 4.1(b). The sum of two Landau distribution is used as a template for

the hadrons faking electrons.

4.1.2 Results of CPR �t

The amount of the hadrons faking electrons in the whole electron sample is

estimated by �tting the CPR charge distribution to the sum of electron and

hadron templates. The CPR charge cut listed in Table 3.1 is not applied to

this sample. The �t results for the whole electron sample and the di�rac-

tive candidates are shown in Fig. 4.2 and Fig. 4.3, respectively. The hadron

fraction of the sample after applying the CPR charge cut is calculated using

the cut eÆciency for hadrons and electrons, 46% and 93%. We obtain the

hadron fraction of 25.8�0.2(stat)�0.6(syst)% for the whole electron sample,

and 30.4�5.1(stat)�0.8(syst)% for the di�ractive candidates. The system-

atic uncertainty is estimated by changing the template shapes according to

their uncertainties.

4.2 Photon conversion electrons

The method to reject the photon conversion events is based on �nding the

partner track of the trigger electron. Once the conversion �nding eÆciency
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Figure 4.1: (a) The CPR charge distribution of the control sample for the
real electrons. (b) The CPR charge distribution of the control sample for the
hadron-rich events.
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Figure 4.2: The CPR charge distribution for the whole electron sample. Open
circle represents the CDF data. The solid curve shows the �t to a sum of the
two templates, the electron (dotted) and the hadron (dashed).
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Figure 4.3: The CPR charge distribution for the di�ractive candidates. The
solid circle represents the CDF data. The solid curve shows the �t to a sum
of the two templates, the electron (dotted) and the hadron (dashed).
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is known, the residual number of the conversions is calculated by,

N resid
conv = (1� "conv)� P �N tag

conv

"conv
(4.1)

where "conv is the conversion �nding eÆciency, N tag
conv is the number of con-

versions tagged by the method and P is a fraction of the conversions.

In the following sections, we describe the conversion �nding eÆciency and

the estimation of the residual conversion in the sample.

4.2.1 Conversion �nding eÆciency

The conversion �nding eÆciency is studied using the control sample obtained

by the VTX occupancy method. The VTX occupancy method identify con-

version electrons created outside the VTX (\outside-conversion"). So this

method is independent of the conversion �nding method described in the

preceding section. The \outside-conversion" leaves no tracks in the VTX

and thus the V TXocc become low. We select those kind of conversions by

requiring the V TXocc to be less than 0.2 and also required no SVX hit for

the track to ensure the outside-conversion.

The conversion fraction in this sample is measured using the CPR charge

distribution. The CPR distribution for the VTX conversion sample is shown

in Fig. 4.4. We categorize this sample into two components: (i) outside-

conversions correctly tagged with the VTX and (ii) any events accidentally

tagged with the VTX. Assuming that a probability of the accidental tagging

is independent of a physical process which produces a trigger electron, we use

the CPR distribution for the VTX-untagged events as the accidental tagging

component. In order to estimate the fraction of correctly tagged conversions,

we �t the CPR distribution with a sum of the two templates, real electron

and untagged events. The �t results are also shown in Fig. 4.4. The CPR �t

yields that the fraction of real conversion in this sample is 93%. We further
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apply a tighter CPR requirement (CPR>6.0) to this sample and obtain the

control sample of outside-conversions with 95% purity.

Estimation from tagging rate

The conversion �nding method tags 79.5 � 1.0% of the conversions in the

control sample. Thus the conversion �nding eÆciency is found as "conv=79.5

� 1.0(stat)%. The starting point of the conversion pair is obtained with the

conversion �nding method as shown in Fig. 4.5 in the radial coordinate. A

peak around the radius of 20�30 cm corresponds to conversions occurring

in the wall between the CTC and the VTX as expected from the method to

make this sample.

Estimation from "trk and "cut

The eÆciency of the conversion �nding method is also estimated with a

di�erent approach using the same control sample. We divide the eÆciency

into two factors, the eÆciency of the CTC to accept the partner track (="trk)

and the eÆciency of the topological cut used in the algorithm (="cut).

In order to estimate the tracking eÆciency "trk, we plot the pT spectrum

of the partner track as shown in Fig. 4.6. We further require the radial

conversion point to be in the CTC wall (20< Re+e� <30cm) to increase a

purity. A lack of events in a low momentum region below �400 MeV/c is due

to the limited acceptance of the CTC for low momentum particles. We �t

the distribution to an exponential function in the pT range of 0.5< pT < 3:0

GeV/c to determine the number of events lack in the pT region below 0.5

GeV/c. The tracking eÆciency obtained by the �t is "trk=81.0�0.7%.
In order to estimate the topological cut eÆciency "cut, we select conver-

sion partner tracks with suÆciently high pT for the reconstruction in the

CTC (pT >0.5 GeV/c). The distributions of ÆS and Æ cot � used in the con-

version �nding method are shown in Figs. 4.7(a) and (b). The topological
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cut eÆciency is "cut=94.7�0.9%. By multiplying the above two eÆciencies,

"trk and "cut, the total eÆciency of the conversion �nding method is found

as "conv = 76.7�1.0(stat)%.

Combined results

The agreement between the two estimations are fairly well. However, in the

second estimation we assumed that the partner track pT distribution has an

exponential for without any proof. Therefore we used the �rst estimation

and take the di�erence between the two estimations for the systematic un-

certainty. The conversion �nding eÆciency is "conv = 79.5 � 1.0(stat) �
2.7(syst) %.

4.2.2 Residual conversions

Purity of the conversion-tagged sample

We have 161775 electrons in the whole electron sample after rejecting 25630

electrons as conversions using the conversion �nding method. In order to

estimate the residual conversions, we study the purity of the conversions

tagged by the conversion �nding method. The CPR distribution is used to

estimate the purity of the conversions in the same way as described in the

previous section by assuming that the accidental tagging probability is in-

dependent of the physical process. We thus �t the CPR distribution for the

conversion-tagged sample with a sum of the two templates: (i) electrons as

correctly tagged conversions and (ii) conversion-untagged sample as acciden-

tally tagged events. The CPR distribution is shown together with a �t curve

in Fig. 4.8. The �t yields 19092�284 conversions in the 25630 tagged events.

The purity of the conversion tagged sample is 74.5�1.2%.

57



Figure 4.4: The CPR charge distribution for the VTX tagged conversion
sample overlayed with the �t result. The dashed curve shows the contribu-
tion of pure conversion events. The dotted curve shows the contribution of
accidentally tagged events.
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Figure 4.5: The radius where the conversion occurs in the detector. A peak
corresponds to the thick material which forms the wall of the VTX and the
CTC.
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Figure 4.6: Transverse momentum of the conversion partner track.
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Figure 4.7: Distribution of the cut variable for conversion rejection. (a)
separation of the two trajectory in the r-� plane. (b) Æ cot � of the two track.
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Residual conversions in the whole electron sample

The number of residual conversions are calculated with Eq. 4.1.

N resid
conv (all) = (1� "conv)� P �N tag

conv(all)

"conv

= (1� (0:795� 0:029))� (0:745� 0:012)� 25630

0:795� 0:029

= 4924� 172 events:

This results in a fraction of residual conversions of 3.0�0.1(stat+syst)%.

Residual conversions in the di�ractive candidates

We have 100 electrons in the di�ractive candidates, after rejecting 11 elec-

trons as conversions using the conversion �nding method. In order to cal-

culate the number of residual conversions in the di�ractive candidates, we

use the same conversion eÆciency and purity as in the whole electron sam-

ple. The number of residual conversions in the di�ractive candidates is

2.1�0.7(syst+stat) events. The corresponding fraction in the di�ractive can-
didates is 2.1�0.7(syst+stat)%.
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Figure 4.8: The CPR charge distribution for the conversions rejected from the
whole electron sample. The �t result is overlayed. The dashed curve shows
a contribution of correctly tagged conversions. The dotted curve shows a
contribution of accidentally tagged events.
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Chapter 5

Determination of b�b event

fraction

The amount of b�b events in the data sample is estimated using the prelT and

the impact parameter distributions. Both distributions are �tted to a four

components sum of the hadron, the conversion, the c�c and the b�b templates.

The results described the previous chapter are used as constraints on non-

heavy 
avor background fraction when we make this �t.

In this chapter, we started with the control samples to obtain the tem-

plates for the �t of the prelT and the impact parameter distributions.

5.1 Control samples for prelT and impact pa-

rameter �t

Monte Carlo sample for b�b and c�c

In order to obtain the templates for the b�b and c�c events, we use the PYTHIA 5.7

Monte Carlo simulator. We use the tuned PYTHIA 5.7 which was modeled

to reproduce the underlying multiplicity of l+D0 sample [31]. The b-quarks

and c-quarks are generated with pT above 12 GeV/c so as to produce a high

pT electron through its decay. In order to reduce the CPU time for the event

generation, both b and c quarks are forced to decay into an electron plus

anything with the QQ Monte Carlo program which deal with b and c hadron
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decays developed by the CLEO group [32]. The �b and �c quarks generated at

the same time are not forced so as to keep the right branching ratio of their

decay. A generator-level �lter simulates the e�ect of the Level-2 trigger. The

following pT dependent trigger eÆciency is used in the trigger simulation,

�(pT ) = 0:927� F

�
pT � 6:18

4:20

�
� F

�
pT � 7:48

0:504

�
:

where F represents the normal frequency function,

F (x) =
1p
2�

Z x

�1

e�
1

2
t2 dt:

The kinematical cuts of pT > 8 GeV/c and j�j < 1:2 are also applied to the

electron in the generator-level �lter. The events satisfying the generator level

selection are processed by the fast CDF detector simulation (QFL). After the

detector simulation, the Monte Carlo events are treated as if they were real

data. Finally the events passing the selection criteria composes the samples

for the b�b and the c�c events.

Sequential b! c! e decay

The real data contains not only the electrons from direct b ! e decays

but also the electrons from sequential b ! c ! e decays. The fraction

of sequential b ! c ! e decays in the electron sample is studied using the

Monte Carlo simulation without forcing to the semi-leptonic decay. Table 5.1

gives the fractions of electrons from the direct b! e decay and the sequential

b! c! e decays.

The fraction of sequential b ! c ! e decays in all b�b events is found

to be 4:5�0:4%(stat). We use this event fraction to make the more precise

template for the b�b events than with only the direct b! e decays.

In order to generate the sequential b ! c ! e decay events, we force all

c hadrons with the parent of the b hadrons to decay semileptonically. The

event sample of this sequential b! c! e decay is obtained in the same way

as stated above.
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b-hadrons B� B0 Bs �b �
95:5� 0:2(%) 38:0� 1:3 40:4� 1:3 8:8� 0:6 8:4� 0:5 �
c-hadrons D� D0 J= Ds �c

4:5� 0:4(%) 1:5� 0:2 1:3� 0:2 1:1� 0:2 0:5� 0:1 0:1� 0:1

Table 5.1: Sources of the trigger electron in the b�b Monte Carlo simulation
data.

Hadron sample with a SVX track

A hadron sample with a SVX track is selected with the following selection

criteria:

� Apply all electron identi�cation cuts shown in Table 3.1 except for the

requirements of the HAD/EM and the CPR

� HAD/EM>0.04 for one track or HAD/EM>0.10 for more than one

track

� CPR charge < 2.0

� (Energy measured in the CES strip)/p < 0.5

� Require the measured QCTC for the track to be smaller than the pre-

dicted value for electron

Photon conversion sample with a SVX track

A photon conversion sample with a SVX track is selected with the following

selection criteria:

� Apply all electron identi�cation cuts shown in Table 3.1 except for the

requirements of the conversion rejection

� Identify a conversion using the conversion �nding method: jÆSj <
0:2(cm) and jÆ cot �j < 0:06
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Figure 5.1: De�nition of the prelT .

� Require the measured QCTC for the conversion partner track to be

larger than the predicted value for electron by one sigma

5.2 Results of pT
rel �t

The pT
rel is the transverse momentum of the electron relative to the associ-

ating jet axis as shown in Fig. 5.1. It clearly re
ects the mass of the parent

particle. The jet is reconstructed using the track information with the CTC

using the algorithm described in Sec. 3.1.1. In the pT
rel calculation, the asso-

ciating jet axis is determined by subtracting the electron momentum vector

from the jet momentum vector so as to de�ne the jet excluding the electron.

The pT
rel templates of b�b, c�c, hadron fakes and conversions are made using

the samples described in the previous section. Figures 5.2(a)-(d) show the

pT
rel distributions for the samples. The templates are obtained by �tting the

distributions to the following empirical function [33],

f(x) = P1x
P2exp

�
P3x

P4
�
+
P5
P7
exp

"
�1

2

�
x� P6
P7

�2
#
:

The templates for the b�b events shown in Fig. 5.2(d) are obtained by studying

the two kinds of the b-quark decay modes, the direct b ! e decay and the

sequential b ! c ! e decay. The pT
rel distributions of the direct b ! e
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decay and the sequential b! c! e decay are shown in Figs. 5.3(a) and (b).

The distribution for the sequential b ! c ! e decay shows softer spectrum

than for the direct b ! e decay. We mix both templates for the direct

and sequential decays with a ratio of 95.5:4.5 to obtain the whole b�b event

templates as shown in Fig 5.2(d).

We �t the prelT distribution for the whole electron sample to a sum of the

templates for the b�b, c�c, conversion and hadron with the maximum binned

likelihood method described in Appendix D.1. In the likelihood function,

Gaussian terms are introduced to constrain the contribution of the conver-

sions and hadron faking electrons according to the results of the independent

analysis described in the previous chapter. The pT
rel distribution for the

whole electron sample is shown in Fig. 5.4 together with a �tted curve. The

�t yields the b�b fraction of 42.9 � 0.4(stat)% for the whole electron sample.

The prelT distribution for the di�ractive candidates is also �tted to a sum

of the four templates with the maximum likelihood method (Appendix D.2).

The Gaussian terms are also introduced to constrain the contribution of

the conversions and hadron faking electrons. The pT
rel distribution for the

di�ractive candidates is shown in Fig. 5.5 together with a �tted curve. We

obtain 38.1 � 13.5(stat) b�b events in 100 di�ractive candidates by this �t.

The �t results of the pT
rel distribution are summarized in Tables 5.2 and

5.3.

hadron conversion c�c b�b
input from CPR 41489�1063 4924�172 � �

and "conv (25.6�0.7)% ( 3.0�0.1)% � �
outputs 43554�931� 5000�168� 43668�726 69165�724

(27.0�0.6)%� ( 3.1�0.1)%� (27.1�0.4)% (42.9�0.4)%
Table 5.2: The number of hadron faking electrons, photon conversion, c�c and
b�b events in the whole electron sample obtained with the prelT distribution
�t. *Fit is constrained to the inputs.
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Figure 5.2: The prelT distribution for (a) hadron faking electrons, (b) photon
conversions, (c) c�cMonte Carlo, and (d) b�b Monte Carlo (dashed curve:direct
b! e decays, dotted curve:sequential b! c! e decays).
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Figure 5.3: The prelT distribution for the Monte Carlo samples. (a) Direct
b! e decays (b) Sequential b! c! e decays
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Figure 5.4: The prelT distribution for the whole electron sample. The results
of the four-component �t are also shown. Dashed curve shows hadron faking
electrons, dotted curve shows conversions, thick dashed curve shows c�c and
thick solid curve shows b�b.
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Figure 5.5: The prelT distribution of the di�ractive candidates. The results of
the four-component �t are also shown. Dashed curve shows hadron faking
electrons, dotted curve shows conversions, thick dashed curve shows c�c and
thick solid curve shows b�b.
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hadron conversion c�c b�b
inputs from CPR 30.5�5.1 2.1�0.7 � �

and "conv (30.5�5.1)% ( 2.1�0.7)% � �
outputs 31.3�5.1� 2.1�0.7� 27.8�13.2 37.8�13.6

(31.6�5.1)%� ( 2.2�0.7)%� (28.1�13.3)% (38.2�13.7)%

Table 5.3: The number of hadron, conversion, c�c and b�b events in the di�rac-
tive candidates obtained with the prelT distribution �t. *Fit is constrained
to the inputs.

impact parameter

primary interaction point

electron track

Figure 5.6: De�nition of the impact parameter.

5.3 Results of impact parameter �t

The impact parameter is de�ned as a minimum distance between a primary

vertex and the electron track in a r-� plane as shown in Fig. 5.6.

The impact parameter re
ects the mass and the lifetime of the parent

particle according to the following expression [34];

Æ =
c�b
k
; k � 1 + � cos ��

� sin ��

where c�b is a proper decay length of the parent particle, � is a velocity of

the parent particle and �� is an angle in space between the direction of the

parent particle and the electron track in the rest frame of the parent particle.

The impact parameter distribution for each control sample is shown in

Figs. 5.7(a)-(d).

The template for the hadrons faking electrons is obtained by �tting the

impact parameter distribution for the hadron sample to a sum of two func-

73



tions, Gaussian and exponential.

f(x) =P1
2p
2�P2

exp

"
�1

2

�
x

P2

�2
#
+ P3e

P4x

Since most hadrons are produced directly at a primary interaction point,

the impact parameter distribution for the hadrons can be �t to a Gaussian

function which represents a detector resolution for the measurement. The ex-

ponential function represents a small contamination of electrons from heavy


avor decay in the hadron sample. Only the Gaussian term is used for a

template for hadrons. We also use this Gaussian as a resolution function to

make templates for the b�b and c�c events as described below.

The impact parameter distribution for the conversion sample is parame-

terized by

f(x) =P1
1p
2�P2

exp

"
�1

2

�
x

P2

�2
#
+ P3e

P4x + P5e
P6x:

The Gaussian term is a resolution function for the electrons from �0 Dalitz

decay. The exponential terms comes from the conversion electrons produced

in the material inside the detector.

In order to obtain the templates for electrons from heavy 
avor decay, we

perform the following steps. At �rst we parameterize the impact parameter

distribution for the sample at a generator level. Next we smear the �t func-

tion according to the resolution function measured for the hadron sample.

Figures 5.8(a)-(c) show the impact parameter distributions for the Monte

Carlo sample of the direct b ! e decays, the sequential b ! c ! e decays

and the c�c events at a generator level. These distributions are parameterized

by

f(x)gen =P1e
P2x + P3e

P4x(+P5e
P6x)
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where the last term is only used for the b ! e sample. The b�b template

is made by adding the direct and sequential decay samples with a ratio of

95.5:4.5. Final templates for the c�c and b�b events are made by smearing the

parameterized functions using the resolution function.

We �t the impact parameter distribution for the whole electron sample

to a sum of the above templates with a maximum binned likelihood method

described in Appendix D.1. In the likelihood function, Gaussian terms are

introduced to constrain the contribution of the conversions and hadron faking

electrons in the same way as in the prelT �t. The impact parameter distribution

for the whole electron sample is shown in Fig. 5.9 together with a �tted curve.

The �t yields the b�b fraction of 47.7 � 0.4% in the whole electron sample.

The impact parameter distribution for the di�ractive candidates is �tted

to a sum of above templates with a maximum likelihood method described

in Appendix D.2. The contributions of conversions and hadrons are also

constrained to the results described in Chapter 4. The �t yields 50.7 �
14.9(stat) b�b events in 100 di�ractive candidates.

The �t results of the impact parameter distribution are are summarized

in Tables 5.4 and 5.5.

hadron conversion c�c b�b
inputs from CPR 41489�1063 4924�172 � �

and "conv (25.6�0.7)% ( 3.0�0.1)% � �
outputs 48398�852� 5160�171� 30538�1306 76792�653

(30.1�0.5)%� ( 3.2�0.1)%� (19.0�0.8)% (47.7�0.4)%
Table 5.4: The number of hadron faking electron, conversion, c�c and b�b in
the whole electron sample obtained with the impact parameter �t. *Fit
is constrained to the inputs.
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Figure 5.7: The impact parameter distributions for (a) hadron faking elec-
trons, (b) photon conversions, (c) c�c Monte Carlo, and (c) b�b Monte Carlo
(dashed curve:direct b ! e decays, dotted curve:sequential b ! c ! e de-
cays).
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Figure 5.8: The impact parameter distributions without detector resolution.
(a) Direct b! e decays (b) Sequential b! c! e decays (c) c! e decays
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Figure 5.9: The impact parameter distribution for the whole electron sample.
Results of the four-component �t are also shown. Dashed curve shows hadron
faking electrons, dotted curve shows conversions, thick dashed curve shows
c�c and thick solid curve shows b�b.
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Figure 5.10: The impact parameter distribution for the di�ractive candidates.
Results of the four-component �t are also shown. Dashed curve shows hadron
faking electrons, dotted curve shows conversions, thick dashed curve shows
c�c and thick solid curve shows b�b.
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hadron conversion c�c b�b
inputs from CPR 30.5�5.1 5.4�1.8 � �

and "conv (30.5�5.1)% ( 2.1�0.7)% � �
outputs 30.1�5.1� 2.1�0.7� 17.6�17.1 50.7�14.9

(30.0�5.0)%� ( 2.1�0.7)%� (17.5�17.0)% (50.5�14.8)%

Table 5.5: The number of hadron faking electron, conversion, c�c and b�b in
the di�ractive candidates obtained with the impact parameter �t. *Fit is
constrained to the inputs.

5.4 Combined results

For the whole electron sample, the number of b�b events is estimated to be

69165 � 931(stat) and 76792 � 653(stat) by the pT
rel and the impact param-

eter �ts, respectively. We combine two results by taking a weighted mean

and obtain 73371 � 485(stat) b�b events in the whole electron sample. The

corresponding b�b fraction is 45.4�0.3(stat)%.
For the di�ractive candidates, we �t both pT

rel and impact parameter

distribution simultaneously with a maximum likelihood method. The �t

results are shown in Fig. 5.11. We estimate that the number of b�b events in

di�ractive candidates to be 44.4�10.2(stat).
The �t results are summarized in Tables 5.6 and 5.7.

hadron conversion c�c b�b
input from CPR 41489�1063 4924�172 � �

and "conv (25.6�0.7)% ( 3.0�0.1)% � �
output by 43554�931� 5000�168� 43668�726 69165�742
prelT �t (27.0�0.6)%� ( 3.1�0.1)%� (27.1�0.4)% (42.9�0.4)%

output by impact 48398�852� 5160�171� 30538�1306 76792�653
parameter �t (30.1�0.5)%� ( 3.2�0.1)%� (19.0�0.8)% (47.7�0.4)%

Table 5.6: The number of hadron faking electrons, conversion, c�c and b�b in
the whole electron sample by the prelT and impact parameter �t. *Fit is
constrained to the inputs.
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Figure 5.11: The impact parameter distribution and the prelT distribution
of the di�ractive candidates. The results of the four-component �t to the
combined two distributions are also shown. Dashed curve shows hadron
faking electrons, dotted curve shows conversions, thick dashed curve shows
c�c and thick solid curve shows b�b.
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hadron conversion c�c b�b
inputs from CPR 30.5�5.1 2.1�0.7 � �

and " (30.5�5.1)% ( 2.1�0.7)% � �
output by 31.3�5.1� 2.1�0.7� 27.8�13.2 37.8�13.6
prelT �t (31.6�5.1)%� ( 2.2�0.7)%� (28.1�13.3)% (38.2�13.7)%

output by impact 30.1�5.1� 2.1�0.7� 17.6�17.1 50.7�14.9
parameter �t (30.0�5.0)%� ( 2.1�0.7)%� (17.5�17.0)% (50.5�14.8)%

output from combined 30.1�4.9� 2.2�0.7� 24.0�11.3 44.4�10.2
i.p.+prelT (29.9�4.9)%� ( 2.1�0.7)%� (23.9�11.3)% (44.1�10.2)%

Table 5.7: The number of hadron faking electrons, conversion, c�c and b�b in
the di�ractive candidates by the prelT and impact parameter �t. *Fit is
constrained to the inputs.
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Chapter 6

Ratio of the di�ractive to the

non-di�ractive b�b production

The number of b�b events in both the whole electron sample and the di�rac-

tive candidates are estimated in the previous chapter. In this chapter, we

calculate the ratio of the di�ractive to the non-di�ractive b�b production Rb�b

using these results. At �rst we describe the correction factors due to the

limited acceptance of the rapidity gap method which is used to select the

di�ractive candidates from the whole electron sample. The ratio Rb�b is then

calculated. The systematic uncertainties on Rb�b are estimated in the �nal

section.

6.1 Acceptance for the rapidity gap tagging

6.1.1 Acceptance for single interaction events

The eÆciency of the rapidity gap tagging is limited to the events with only

one p�p interaction in a single bunch crossing although we allow the events

to have multiple reconstructed vertex in the VTX. The reason for this in-

eÆciency is the following: when the extra p�p interactions occur in a single

bunch crossing, generated particles from these interactions always kill the

rapidity gap signal. The acceptance for the single interaction is evaluated as

a function of the luminosity.
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The mean luminosity for a single bunch crossing hLbunchi is calculated

with an instantaneous luminosity Linst measured by the BBC hit rate,

hLbunchi =Cacc � hLinsti
f

=
0:9772� 8:415

286:278

=0:02872(mb�1)�
Cacc =1� 0:002704� hLinsti

�

where Cacc is the accidental correction factor [35] for Linst and f is the fre-

quency of a bunch crossing in the Tevatron.

Using the above hLbunchi, the average number of inelastic p�p interactions
in a single bunch crossing is given by,

hni =�BBC � hLbunchi

=51:15� 0:02872

=1:469

where �BBC is the cross section of an inelastic p�p interaction which hits

the BBC [35, 40]. Finally, the acceptance for events without extra visible

interactions is given by the Poisson statistics,

A1vx =e
�hni

=0:230:

6.1.2 Livetime eÆciency of the BBC and the forward
calorimeter

Any noises in the BBC or the forward calorimeters kill the rapidity gap

signal. The no-noise probability of the BBC and the forward calorimeters

is estimated by studying a rate of noise hits in those detectors for events

with no reconstructed vertex in the VTX. Although our analysis is done

for RUN1B data, we use RUN1A clock trigger data to study this eÆciency
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because there are no such unbiased triggers in RUN1B. Figure 6.1 shows

a probability of no-noise in the forward detectors plotted as a function of

an instantaneous luminosity. The noise associated with the luminosity is

observed in the plot. We parameterize the luminosity dependence of the

noise using a linear function and then estimate the probability of no-noise in

our RUN1B electron sample. The probability of no-noise is 0.805 and 0.739

for �� side and +� side, respectively. Since the number of observed rapidity

gap signals are the same in each sides (see Sec. 3.2), we take the mean of two

numbers for the probability of no-noise in our sample,

Alive =0:772:

6.1.3 Gap acceptance for di�ractive events

The acceptance for the rapidity gap tagging for the di�ractive b�b event is

evaluated using POMPYT 2.6 Monte Carlo simulator [36]. POMPYT 2.6 is

an add-on program of the PYTHIA 5.7. The simulation is based on the

Ingelman-Shelin model as described in Chapter 1. The POMPYT 2.6 employs

the following steps for the event generation. At �rst, \pomeron" having the

momentum of 900 � GeV/c is emitted from the beam particle. The kinemat-

ical parameters of the pomeron (t; �) are randomly determined according to

the Donnachie-Landsho� 
ux, where � is the fractional momentum of the

pomeron carrying to the proton and t is a momentum transfer squared. We

use the following parameters in the DL 
ux model,

�0
2 = 3:202 GeV�2 e�ective quark� pomeron coupling

�0 = 0:115 intercept of the pomeron trajectory

�0 = 0:26 GeV�2 slope of the pomeron trajectory

�pIPT = 2:3 mb pomeron� proton total cross section
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Figure 6.1: The probability of no-noise in both BBC and forward calorimeters
as a function of instantaneous luminosity(�1030). The arrow points to the
mean instantaneous luminosity of the whole electron sample (RUN1B). (a)
The probability of no-noise in west side (� < 0) detectors. (b) The probability
of no-noise in east side (� > 0) detectors.
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Next the hard collision between the partons in the pomeron and the target

particle is simulated using the leading order perturbative QCD calculation

with the PYTHIA 5.7. We use the EHLQ set-1 structure function to simulate

the parton density in the proton as used in the previous CDF studies for the

di�ractiveW [11] and the di�ractive dijet production [10]. The fragmentation

process of the outgoing partons are simulated with the JETSET 7.4.

We use the two kinds of the structure function, \
at" distribution (zfg;q=IP (z)

� 1) and \hard" distribution (zfg;q=IP (z) � z(1� z)) for the pomeron. The

kinematical ranges of the event generation is limited for � below 0.1 and jtj
below 5.0 GeV2=c2. The b-quarks are generated with pT above 12 GeV/c.

The restriction to the semi-leptonic decay and the simulation of the CDF

detector including the Level-2 trigger are made as described in Sec. 5.1. The

simulated events are �ltered using the same selection cuts as described in

Chapter 3 except for the CPR charge requirement.

Using the �ltered sample, the particle multiplicity at the location of the

forward detectors is further simulated using the full detector simulation pro-

gram CDFSIM which simulates the interactions in the detector material. The

output signal from the detector for the low energy particles is not correctly

modeled in the CDFSIM and QFL. Instead of these simulators, we simply model

the response of the forward calorimeter by the following equation,

Eobs
i = Si � pgen + Ci

where pgen is a momentum of the particle, Si and Ci are energy correction

factors determined as a function of each � of the tower. The detail of this

model is described in Appendix C.

The �nal results of the multiplicity simulations are shown in Figs. 6.2(a)-

(d) for the four kinds of pomeron model, 
at-gluon, 
at-quark, hard-gluon,

and hard-quark, respectively. The acceptance for the rapidity gap tagging,
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NBBC=0 and Nclust=0, is found to be,

AFG
gap =0:406; (Flat Gluon pomeron)

AFQ
gap =0:273; (Flat Quark pomeron)

AHG
gap =0:359; (Hard Gluon pomeron)

AHQ
gap =0:217: (Hard Quark pomeron)

The kinematic variable �(< 1) is related to the size of rapidity gap �� by

the following equation,

�� � � ln �:

The size of the rapidity gap increases as the pomeron � decrease. Fig-

ures 6.3(a)-(d) show the � distributions of the simulated events. The events

tagged by a rapidity gap is populated in the � range below 0.1.

6.2 Ratio of the di�ractive to the non-di�ractive

b�b production

The number of b�b events found in the di�ractive signal region is Nb�b(0; 0) =

44.4 � 10.2 events as described in Sec. 3.2.

Since this number contains the contribution of the non-di�ractive b�b

events, we have to remove this contribution at �rst. The non-di�ractive

events in the di�ractive signal region is NND(0; 0) = 24.4 events as described

in Sec. 3.2. Assuming that the fraction of b�b events in the non-di�ractive

sample does not depend on the forward multiplicity, we obtain the number

of the b�b events in the above backgrounds,

NND
b�b (0; 0) =NND(0; 0)� fND

b�b

=24:4� (0:454� 0:003)

=11:1� 0:08(stat) events:
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Figure 6.2: Simulated multiplicity distribution for the di�ractive b�b events
with (a) 
at-gluon pomeron, (b) 
at-quark pomeron, (c) hard-gluon
pomeron, and (d) hard-quark pomeron.
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Figure 6.3: Simulated � distribution for the di�ractive b�b events. Shaded
area shows the events tagged by a rapidity gap in the forward detectors with
(a) 
at-gluon pomeron, (b) 
at-quark pomeron, (c) hard-gluon pomeron, and
(d) hard-quark pomeron.
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The number of di�ractive b�b events in the signal region is found to be

33.3�10.2(stat).
The total number of di�ractive b�b events in the whole electron sample is

calculated by correcting the acceptances,

NDIF
b�b (� < 0:1; FG) =

�
Nb�b(0; 0)�NND

b�b (0; 0)
	� 1

A1vx

� 1

Alive

� 1

AFG
gap

= (33:3� 10:2)� 1

0:230
� 1

0:772
� 1

0:406

= 461� 142(stat) events:

The total number of b�b events in the whole electron sample is 73371�485(stat)
events. The ratio of the di�ractive to the non-di�ractive b�b production is ob-

tained,

Rb�b(� < 0:1; FG) =
NDIF
b�b

(� < 0:1; FG)

NND
b�b

=
461� 142

73371� 485

= 0:63� 0:19(stat)%

Since the gap acceptance is a model dependent quantity, we show here the

result without correcting the gap acceptance,

Rb�b(GAP) = 0:255� 0:078(stat)%

where \GAP" means no energy deposition above 1.5 GeV in the forward

calorimeter (2:4 < j�j < 4:2) and no charged particle hit in the BBC (3:2 <

j�j < 5:9).

The ratio of the di�ractive to the non-di�ractive b�b events after the gap

acceptance correction is listed for each pomeron models below,

Flat�Gluon : Rb�b(� < 0:1; FG) = 0:63� 0:19(stat)%

Flat�Quark : Rb�b(� < 0:1; FQ) = 0:93� 0:29(stat)%

Hard�Gluon : Rb�b(� < 0:1; HG) = 0:71� 0:22(stat)%

Hard�Quark : Rb�b(� < 0:1; HQ) = 1:18� 0:36(stat)%:
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6.3 Systematic uncertainties

We have measured the b�b fraction in the whole electron sample using two in-

dependent methods, the pT
rel �t and the impact parameter �t. The di�erence

in the b�b fractions between the two methods is 10.6% relative to the com-

bined result of the measurements. We assign this di�erence as a systematic

uncertainty on the b�b fraction for the whole electron sample.

ÆRb�b

Rb�b

����
b�b(ND)

=
ÆNND

b�b

NND
b�b

= 0:106

We also assign this relative uncertainty of 10.6% as the systematic uncer-

tainty on the b�b fraction in the di�ractive candidates.

ÆRb�b

Rb�b

����
b�b(0;0)

=
ÆNb�b(0; 0)

NDIF
b�b

(0; 0)
=

0:106� 44:4

33:3

= 0:141

The method to estimate the non-di�ractive background in the di�rac-

tive candidates was described in Sec. 3.2. We use the uncertainty in the

background �tting as a systematic uncertainty.

ÆRb�b

Rb�b

����
BG

=
ÆNND

b�b
(0; 0)

NDIF
b�b

(0; 0)
=

5:55� 0:454

33:3

= 0:076

The systematic uncertainty due to the single interaction acceptance is

calculated using the �BBC uncertainty of 1.7mb [40].

ÆRb�b

Rb�b

����
1vx

=
ÆA1vx

A1vx
= hLbunchi � Æ(�BBC)

= 0:049

We measure the livetime eÆciency of the BBC and the forward calorime-

ter using RUN1A \empty" events, but the BBC condition in RUN1A is not

identical to that in RUN1B since four BBC modules are dead in RUN1A

while they are alive in RUN1B. On the other hand, the BBC in the west side
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is kept in the same condition through RUN1A and RUN1B. The di�erence

in measured eÆciencies between the east side and the west side is 0.066. We

assign this di�erence as a systematic uncertainty on the live time eÆciency

of the BBC and the forward calorimeter.

ÆRb�b

Rb�b

����
live

=
ÆAlive

Alive

=
0:066

0:772

= 0:086

The systematic uncertainty due to the gap acceptance for the di�ractive

events depends on the model of the Monte Carlo program and the forward

detector simulation. We restrict our study in the models where the pomeron

has a 
at structure function, zfg;q=IP (z) � 1 or a hard structure function,

zfg;q=IP (z) � z(1 � z). We estimate the uncertainty due to the detector

simulation by changing the energy correction factors and o�sets according

to the �tting errors. We found this uncertainty to be �1.5%. Taking a

quadratic sum of the statistical uncertainty for the Monte Carlo events and

this uncertainty, we obtain the systematic uncertainty on the Monte Carlo

gap acceptance as:

ÆRb�b

Rb�b

����
gap(FG)

=
ÆAgap(FG)

Agap(FG)

=

p
0:0152 + 0:0192

0:406
= 0:059

ÆRb�b

Rb�b

����
gap(FQ)

= 0:082

ÆRb�b

Rb�b

����
gap(HG)

= 0:078

ÆRb�b

Rb�b

����
gap(HQ)

= 0:090

Including all systematic uncertainties, the ratio of the di�ractive to the
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non-di�ractive b�b production is measured as:

Rb�b(� < 0:1; FG) = 0:63� 0:19(stat)� 0:14(syst)%

Rb�b(� < 0:1; FQ) = 0:93� 0:29(stat)� 0:22(syst)%

Rb�b(� < 0:1; HG) = 0:71� 0:22(stat)� 0:16(syst)%

Rb�b(� < 0:1; HQ) = 1:18� 0:36(stat)� 0:27(syst)%

All systematic uncertainties discussed in this section are listed in Ta-

ble 6.1.

The number of b�b events in the whole electron sample 10:6%
The number of b�b events in (0,0) 14:1%
The number of non-di�ractive b�b events in (0,0) 7:6%
Acceptance for single interaction 4:9%
Live time eÆciency for the forward detectors 8:6%
Monte Carlo gap acceptance 5:9%
Total systematic uncertainty 22:3%

Table 6.1: Systematic uncertainties relative to the Rb�b for the 
at-gluon
pomeron model.
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Chapter 7

Comparison with the

theoretical prediction

The theoretical prediction for the Rb�b is obtained using the Monte Carlo sim-

ulator with the DL pomeron 
ux. POMPYT 2.6 and PYTHIA 5.7(non-tuned)

are used for the di�ractive and the non-di�ractive processes, respectively.

We use EHLQ set-1 structure function [37] which has been con�rmed [11] to

give the correct underlying multiplicity in minimum bias p�p scattering in a

wide range of
p
s including the typical

p
s of the pomeron-proton scattering

in the di�ractive b�b production,
p
s � 300 GeV. The results of the simulation

are summarized in Table 7.1.

�b�b (�b) Npassed=Ngen(%) Rb�b(%)

non-di�ractive 9.45�10�1 0.26 -
Flat-Gluon 1.22�10�1 0.21 10.4
Flat-Quark 1.35�10�2 0.17 0.92
Hard-Gluon 1.26�10�1 0.23 11.6
Hard-Quark 1.29�10�2 0.19 1.02

Table 7.1: Theoretical Model prediction for the di�ractive b�b production

For the 
at-gluon structure function of the pomeron we obtain RMC
b�b

(FG)

= 10.4 %, and for the 
at-quark pomeron we obtain RMC
b�b

(FQ) = 0.92%.

The CDF data yields RDAT
b�b

(FG) = 0.63 � 0.24 (stat+syst)% for the 
at-

gluon pomeron, and RDAT
b�b

(FQ) = 0.93 � 0.36 (stat+syst)% for the 
at-quark
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pomeron. This result favors the 
at-quark pomeron, but the magnitude ofRb�b

depends on the model of the pomeron 
ux factor, which cannot be uniquely

determined by the Regge theory.

The discrepancy of the 
ux factor between the data and the theory can

be evaluated as a function of the gluon fraction, fg, of the 
at(or hard)

component of the pomeron by comparing the experimental value of Rb�b with

the Monte Carlo predictions [10, 11, 41]. The discrepancy factor D is de�ned

as,

D =
RDAT

RMC
FG fg +RMC

FQ (1� fg)
: (7.1)

D=1 means the DL 
ux is correct, i.e. the factorization of the pomeron 
ux

is right. Figure 7.1(7.2) shows the measured D for various experiments as

a function of the 
at-gluon (hard-gluon) fraction fg. The band in the plot

shows the �1 � values of the measurements. The thick solid curve shows

the �1 � limit of the di�ractive b-quark measurements. In the calculation of

the RDAT
b�b

, we take account of the change in the gap acceptance according to

the quark to gluon ratio. The measured curve of the D vs fg for the \
at"

structure pomeron (Fig. 7.1) is almost the same as for the \hard" structure

pomeron as shown in Fig. 7.2. In other measurements, CDF di�ractive-W

production [11], CDF di�ractive-dijet production [10] and ZEUS measure-

ments (DIS + photo-jet production) [8], the \hard" structure function is used

to calculate the discrepancy factor D. The di�ractive W -boson production is

observed using the electron fromW ! e� decay in the central rapidity region

(j�j < 1:1), and the ratio of the di�ractive to the non-di�ractive W -boson

production is measured as RW=1.15�0.55% assuming the gap acceptance of

the hard-quark pomeron. The di�ractive dijet production is measured using

the forward dijets with ET >20 GeV in the rapidity region of 3.5> j�j >1.8
and the ratio of the di�ractive to non-di�ractive dijet-production is measured

as Rjj= 0.75 � 0.05(stat) � 0.09(syst) % assuming the gap acceptance of
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the hard gluon pomeron.

The overlap of the bands from the three CDF results shows the allowed

range of the D and fg at the 68% con�dence level corresponding to 1�. The

bands slightly meet at their edges of fg �0.5 and D �0.2. This result of the
gluon fraction is consistent with the results from the ZEUS measurements,

0.3< fg <0.8. However, the discrepancy factorD �0.2 is signi�cantly smaller
than the ZEUS results. The discrepancy of the pomeron 
ux between the

CDF and the ZEUS (or DL 
ux) has already been seen for the di�ractive

W production and the di�ractive dijet production. The CDF results suggest

that there is a problem in the hypothesis of the factorization of the pomeron


ux described in Chapter 1 [42].

There is a phenomenological model which predicts the break down of the

factorization using the \renormalized" pomeron 
ux [42]. The renormalized


ux is de�ned as the DL 
ux normalized, if its integral exceeds unity, to one

pomeron per nucleon. The discrepancy factor predicted by the renormalized


ux is DR=1/(9�
2�0)�0.13, where we used �=0.5 [42, 43]. Assuming the

gluon fraction of the 70% measured for the di�ractive W and the di�ractive

dijet productions, the discrepancy factor of the di�ractive b�b production is

measured to be D=0.09�0.04, which agrees with the prediction from the

renormalized 
ux.
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Figure 7.1: The 
ux discrepancy factor D versus gluon fraction fg (see text).
Results are shown for ZEUS (dashed-dotted), CDF-dijets, CDF-W and CDF-
b quark measurements. The \
at" structure function is used for the
CDF-b quark measurement. The \hard" structure function is used for
all the other measurements. The CDF-W result is shown for two (dotted)
or three (solid) light quark 
avors in the pomeron. The shaded band shows
the �1� bounds of the measurements.
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Figure 7.2: The 
ux discrepancy factor D versus gluon fraction fg (see
text). Results are shown for ZEUS (dashed0dotted), CDF-dijets, CDF-W
and CDF-b quark measurements. The \hard" structure function is used
for the CDF-b quark measurement. The \hard" structure function is
used for all the other measurements. The CDF-W result is shown for two
(dotted) or three (solid) light quark 
avors in the pomeron. The shaded band
shows the �1� bounds of the measurements.
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Chapter 8

Conclusion

The bottom quark production in the single di�raction has been �rst observed

in p�p collisions at
p
s=1.8 TeV using the forward rapidity gap method. The

high-pT electron in the central rapidity region (j�j <1.1) is used to identify

the decay of the produced bottom quark. The ratio of the di�ractive to

the non-di�ractive bottom quark production is obtained using the model

dependent acceptance for the rapidity gap signal. For the four kinds of the

pomeron model, the ratio is measured to be;

Rb�b(� < 0:1; FG) = 0:62� 0:19(stat)� 0:14(syst)%

for the flat� gluon pomeron model;

Rb�b(� < 0:1; FQ) = 0:93� 0:29(stat)� 0:22(syst)%

for the flat� quark pomeron model;

Rb�b(� < 0:1; HG) = 0:71� 0:22(stat)� 0:16(syst)%

for the hard� gluon pomeron model;

Rb�b(� < 0:1; HQ) = 1:18� 0:36(stat)� 0:27(syst)%

for the hard� quark pomeron;

where electron from bottom quark is observed in the kinematic region of 9.5

< Eele
T < 20 GeV and j�elej < 1.1.

The measured ratio is compared to the results of the di�ractive W and
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the di�ractive dijet productions. Results of the three measurements are con-

sistent with each other. The results yields the gluon fraction of fg � 0.5,

and the 
ux discrepancy factor of D �0.2. The large deviation of D from 1

suggests that there is a problem in the hypothesis of the factorization of the

pomeron 
ux [42].
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Appendix A

Regge pole phenomenology

A.1 Regge pole

Aside from the theory of quarks and gluons, there have been an old phe-

nomenological approach to explain the asymptotic behavior of the hadron-

hadron collisions. This phenomenology is called Regge pole phenomenology or

Regge theory in short. In the framework of the Regge theory, a soft hadron-

hadron collision is described by the exchange of bunch of mesons which have

adequate quantum numbers for the exchange process. Those exchanged ob-

jects are called Regge poles.

Outline of the Regge theory is brie
y described here using 2!2 scattering

of spin less particles [2, 3]. The Mandelstem variables s and t are used. The

s is a center of mass energy squared and the t is a momentum transfer

squared. The Lorentz invariant amplitude of the 2!2 scattering process can

be expressed by the partial wave expansion,

Aa�c!�bd(s; t) =
1X
l=0

(2l + 1)al(s)Pl(1 + 2t=s); (A.1)

where l is a quantum number of orbital angular momentum and Pl is a

Legendre polynomial. This expression can be transformed into the following

form using the crossing symmetry,

Aab!cd(s; t) =
1X
l=0

(2l + 1)al(t)Pl(1 + 2s=t): (A.2)

102



Re{l}
2 3 40 1

Im{l}

C

C’

-1/2

ηnα

Figure A.1: Complex angular momentum plane.

The summation about l can be rewritten into the integral form in the complex

angular momentum plane using the analytic property of the amplitude,

A(s; t) =
1

2i

I
C

dl
(2l + 1)

sin �l

X
�=�1

�
� + e�i�l

�
2

a(�)(l; t)P (l; 1 + 2t=s); (A.3)

where the contour C surrounds the positive real axis as shown in Fig. A.1.

a(+1) and a(�1) are the analytic continuations of the even and odd partial

wave amplitude. The � takes the values �1 and is called the signature of the

partial wave. The signature is introduced to separate two alternating signed

amplitudes owing to the term of (�1)l. Let us suppose for simplicity that

the system has just isolated poles at l=�n�(t) of the form a(�)(l; t)=�n�(t)(l�
�n�(t))

�1. The above integral can be reduced into the sum of the residuals

by deforming the contour C into the contour C 0 as shown in Fig. A.1. For

this particular case we arrive at

A(s; t) =
X
�=�1

X
n�

�
2�n�(t) + 1

�
sin ��n�(t)

�
� + e�i��n� (t)

�
2

�n�(t)P
�
�n�(t); 1 + 2s=t

�
+ (integral on C 0): (A.4)

The simple poles �n�(t) are called Regge poles. When we take a limit of

s=jtj ! 1, the integral term along the contour C 0 behaves as � s�1=2 and so
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Figure A.2: The Chew-Frautschi plot.

it vanishes. In general, the existence of a single particle state in a theory is

appeared as a pole in the transition amplitude. Thus Eq.A.4 shows that the

Regge pole with a physical integer value of l = <ef�n�(t)g corresponds to a

particle with spin-l. In this picture, the scattering process can be interpreted

as exchange of the Regge pole (or Reggeon) with adequate quantum numbers

in the exchange process.

In the high energy limit, the dominant term among the residuals in Eq.A.4

comes from the Regge pole with the largest value of <ef�n�(t)g (leading

Regge trajectory). Eq.A.4 can be then approximated to,

A(s; t) � s�(t); (A.5)

where we used asymptotic behavior of the Legendre polynomial,

Pl (1 + 2s=t)
s�jtj���! �(2l + 1)

�2(l + 1)

�s
t

�l
:

The function shape of the <ef�(t)g can be investigated by plotting the spin

against the square of the mass for existing particles. Figure A.2 shows the
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Figure A.3: Optical theorem.

mesons which can be exchanged in the p�p ! p�p scattering process. Those

mesons lie in a straight line as shown in the plot and this property means

the trajectory of the �(t) is a linear function of t,

�(t) = �(0) + �0t

where

�(0) = 0:55

�0 = 0:86 (GeV�2):

It is also observed that most of mesons and baryons can be assigned on the

Regge trajectories of straight lines [2].

A.2 Pomeron

The amplitude of the elastic scattering is related to the total cross section

through the optical theorem,

�T =
1

s
=mfAab!ab(s; t = 0)g: (A.6)

The optical theorem is shown schematically in Fig. A.3. From Eq.A.6 and

Eq.A.5 we can obtain the asymptotic behavior of the total cross section for

p�p collision,

�p�pT / s�(0)�1 = s�0:45:

Thus a behavior of the total cross section decreasing according to s�0:45 is

expected from the leading Regge trajectory shown in Fig. A.2.
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Figure A.4: Total cross-sections for p-p and p-�p scattering.

Figure A.4 shows the experimental data of the total cross sections for pp

and p�p scattering [14]. It is evident that the total cross section is not simply

falling but is slowly rising as s increases. The behavior of rising total cross

section is also observed in various kind of hadron-hadron collisions. These

data can be beautifully explained [14] if we accept an existence of a new Regge

trajectory having the intercept of �(0)=1+�(> 0) and it carry the quantum

number of the vacuum. This new trajectory is called pomeron trajectory or

pomeron. The pomeron trajectory is originally de�ned with the intercept of

�IP (0)=1 to satisfy the Pomeranchuk theorem
1 and the Froissart bound2 , but

the later experiments with much higher energy revealed that the situation is

more complicated. The �t of the data for the total cross section and elastic

1A theorem which state that the total cross section against the same target become
the same for particle or anti-particle in the high energy limit.

2It is proved that the total cross section for the two hadron scattering cannot increase
faster than (ln s)2 in the limit of s!1 in order to satisfy the unitarity of the S-matrix.
This upper bound is called Froissart bound.
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cross section tells us that the pomeron trajectory can be parameterized as;

�IP (t) = 1 + � + �0t

where �=0.0808 and �0�0.25GeV�2 [14]. So far now no particle has been

observed on the pomeron trajectory. However, as one can see in Fig. A.4,

the contribution from the pomeron trajectory become dominant in the high

energy scattering.
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Appendix B

CPR charge correction

The amount of charge deposition in the CPR depends on the momentum of

the incident electron. The path length of the incident particle also a�ects the

amount of charge deposition. These dependence must be corrected when one

try to compare the CPR charge distributions among various samples. In the

thesis, we use the corrected CPR charge which do not depend on neither the

momentum nor the path-length. In this section, we describe how to obtain

the corrected CPR charge using the track information.

As a raw CPR charge, we use a sum of outputs from three CPR-wires

around an electron hit position 1. The hit position is obtained by extrapo-

lating the CTC track to the detector radius at the CPR layer.

The momentum and path-length dependence are studied using control

samples. Conversion electrons and electrons from W decays are used for the

lower and higher momentum regions, respectively.

At �rst we parameterize the dependence of the CPR charge on the path

length by �xing the momentum range. Since the path length is related to the

angle of the track, we plot the average of CPR charge as a function of sin� in

the �xed momentum ranges in Figs. B.1 and B.2. Each of these plot shows

that the mean CPR charge increases as the incident angle decrease. The

CPR charge increasing rate changes at sin �=0.81. These two angle regions

1CDF o�-line routine:get soft electron is used
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with sin � above and below 0.81 correspond to the two di�erent segments. We

parameterize this angle dependence by �tting the CPR charge distribution

to the two straight lines meeting at sin� = 0:81.

hQraw
CPRi(�; pi) =

(
A1(p

i)(sin � � 1) + S(pi) (sin � > 0:81)

A2(p
i)(sin � � 1) + c2(p

i) (sin � < 0:81)
(B.1)

where,

c2(p
i) = (0:81� 1)(A1(p

i)� A2(p
i)) + S(pi) (B.2)

The free parameters in the above �t are S(pi), A1(p
i) and A2(p

i). We call

S(pi) a scale parameter since it represents the magnitude of the CPR charge

at sin �=1. We call A1(p
i) and A2(p

i) angle parameters.

Next, we study the momentum dependence of the scale parameter S(pi).

We plot S(pi) as a function of momentum in Fig. B.3. This plot is �tted to

the power of the momentum;

S(p) = 2:8519� p0:2704 + 0:5359:

The �rst parameterizations (B.1) are divided by this and then multiplied by

10.0 to have a constant CPR charge(=10.0) at sin �=1. New parameters are

denoted with the prime(').

We then study the momentum dependence of the angle-parameters A0
1

and A0
2. We plot A0

1 and A
0
2 as a function of momentum in Fig. B.4. We �t

these distribution to a straight line.

A1(p)
0 �A1(p)

10

S(p)
= �27:486� 0:254p

A2(p)
0 �A2(p)

10

S(p)
= �61:652� 1:731p

Finally, the correction function which removes all momentum and angle

dependence is given by;

Qcor
CPR = 10:0�Qraw

CPR � F (p; �)
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where,

F (p; �)�1 =

(
A1(p)(sin� � 1) + S(p) (sin� < 0:81)

A2(p)(sin � � 1) + (0:81� 1)(A1(p)� A2(p)) + S(p) (sin� > 0:81)

where,

S(p) = 2:8519� p0:2704 + 0:5359

A1(p) =
S(p)

10
(�27:486� 0:254p)

A2(p) =
S(p)

10
(�61:652� 1:731p):
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Figure B.1: The mean CPR charge versus incident angle of the electron in
the �xed momentum ranges.
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Figure B.2: The mean CPR charge versus incident angle of the electron in
the �xed momentum ranges.
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Figure B.3: The mean CPR charge versus electron momentum at sin � = 1.
The star represents for the W electron, the open circle represents for the
conversion electron and the solid circle represents for the partner track of the
conversion electron.
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Figure B.4: dhQCPRi=d sin � versus electron momentum. The star represents
for the W electron, the open circle represents for the conversion electron and
the solid circle represents for the partner track of the conversion electron.
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Appendix C

Simulation of the forward

calorimeter

We have used an established technique to simulate the detector response

against the low pT particles according to the reference [38]. The simulated

energy 
ow in a FCAL tower is corrected by the following expression,

Emes
i = Si � pgen + Ci

where pgen is a momentum of the particle in the generator-level, Si and Ci

are energy correction factors tuned in the ith � segment of the tower.

We determine the energy correction factors in order to reproduce the

energies measured in the real b�b sample. The selected sample of electron+D0

events [39] are used as the real b�b data. The D0 mass peak of the data sets is

shown in Fig. C.1. We obtained 1899 D0 candidates during the same run as

we used for the di�ractive b�b analysis. We then look at the exponential slopes

of the energy spectra in each � segment of the forward calorimeter. Slopes of

energy spectra in the D0 mass region and the side-bands regions are shown in

Fig. C.2. Since no di�erences are seen in the forward energy spectra between

the two regions, we do not need subtract the combinatorial background from

the 1899 D0 candidates. These forward energy spectra, however, the contain

contributions of energies from extra minimum bias events aside from a b�b

event vertex. The contribution of those pile-up events can be calculated
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using the luminosity of the sample as we described in Sec. 6.1.1. We subtract

the contribution of minimum bias spectra using a real data sample which is

taken by the clock trigger during RUN1A period. The forward energy spectra

purely coming from the b�b vertex are shown in Fig. C.3.

We then look at the Monte Carlo b�b sample described in the Sec. 5.1.

The trajectories of all generated particles are simulated by the full detector

simulation program (CDFSIM) and the energy 
ow traversing the front plane

of the forward calorimeter are recorded. The real tower segmentation are used

for the forward calorimeter and the energy 
ow in each tower are clustered

as described in Sec. 3.2. The energy spectrum in each eta segment is shown

in Fig. C.4. These Monte Carlo energy spectrum is much harder than the

observed one. In order to match this Monte Carlo energy spectra to the

observed data, we use a linear correction function as shown in the top of this

section.

Emes
i = Si � pgen + Ci

The coeÆcients Si and Ci are determined by comparing two spectra, the

Monte Carlo and the data. Obtained energy scale factors and o�set energies

are shown in Fig. C.5. The error in each factors are result of the exponential

�ts to the energy spectra.

Matching of the forward detector simulation to the data are demonstrated

in Fig. C.6 where we apply the single vertex requirement to the data so as

to avoid multi-vertex e�ects. Since we use the energy o�set around 1 GeV,

our model is valid only for the energies above 1.5 GeV.

The BBC response is also simulated using the real segmentation. Only

charged particles are accounted in the simulation. We do not use any energy

thresholds for charged particles.
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Figure C.1: The invariant mass distribution of D0 ! K� candidates.

Figure C.2: The exponential slopes of the energy spectrum in each eta seg-
ments.
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Figure C.3: The energy spectrum in each eta segments for the e+D0 sample.
The black circle shows spectra after subtracting Minimum bias contribution.
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Figure C.4: The energy spectrum in each eta segments for Monte Carlo
sample without any energy correction.
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Figure C.5: The energy correction factors for Monte Carlo generated lowpT
particle. (a) the energy scale factors (b) the o�set energy factors
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Figure C.6: Simulated response of the forward calorimeter for b�b events com-
pared to the e+D0 sample with single vertex requirement. (a) the hit tower
occupancy in the west calorimeter (b) the hit tower occupancy in the east
calorimeter (c) the cluster energy spectrum (d) the number of hit clusters
per events
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Appendix D

Likelihood function

D.1 Likelihood function for binned �t

L =
e���N

obs

Nobs!
� 1p

2��had
exp

"
�1

2

�
nhad �Nhad

�had

�2
#

� 1p
2��con

exp

"
�1

2

�
ncon �Ncon

�con

�2
#
�

mY
i=1

e��i�i
Nobs
i

Nobs
i !

� =nhad + ncon + nb�b + nc�c

�i =nhadf
had
i + nconf

con
i + nb�bf

b�b
i + nc�cf

c�c
i

parameters for fit

nhad = number of hadron faking electrons

ncon = number of conversions

nb�b = number of b�b events

nc�c = number of c�c events
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Constants

Nobs = total number of observed events

Nobs
i = number of observed events in the ith bin

Nhad = number of hadron faking electrons estimated by CPR fit

�had = error of Nhad

Ncon = number of conversions estimated by conversion finding efficiency

�con = error of Ncon

Probabilityfunctions

fhadi = probability of a hadron having the observable inside ith bin

f coni = probability of a conversion having the observable inside ith bin

f b
�b
i = probability of c� electron having the observable inside ith bin

f c�ci = probability of b� electron having the observable inside ith bin

D.2 Likelihood function for unbinned �t

L =
e���N

obs

Nobs!
� 1p

2��had
exp

"
�1

2

�
nhad �Nhad

�had

�2
#

� 1p
2��con

exp

"
�1

2

�
ncon �Ncon

�con

�2
#

�
kY

j=1

nhadf
had(xj) + nconf

con(xj) + nb�bf
b�b(xj) + nc�cf

c�c(xj)

nhad + ncon + nb�b + nc�c

� =nhad + ncon + nb�b + nc�c

parameters for fit

nhad = number of hadron faking electron

ncon = number of conversions

nb�b = number of b�b events

nc�c = number of c�c events
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Constants

Nobs = total number of observed events

Nhad = number of hadron faking electrons estimated by CPR fit

�had = error of Nhad

Ncon = number of conversions estimated by conversion finding efficiency

�con = error of Ncon

Probabilityfunctions

fhad(x) = probability of a hadron having the observable as x

f con(x) = probability of a conversion having the observable as x

f b
�b(x) = probability of c� electron having the observable as x

f c�c(x) = probability of b� electron having the observable as x
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