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ABSTRACT OF THE DISSERTATION

A Search for Charged Higgs Boson Decays of the Top

Quark using Hadronic Decays of the Tau Lepton in

Proton{Antiproton Collisions at
p
s = 1.8 TeV at CDF

by Leslie Stevan Groer

Dissertation Director: Professor Terence Watts

The Standard Model predicts the existence of one neutral scalar Higgs boson, which is

a remnant of the mechanism that breaks the SU(2)L� U(1)Y electroweak symmetry

and generates masses for the heavy vector bosons and fermions. Many extensions

to the Standard Model predict two or more Higgs doublets, resulting in a larger

spectrum of Higgs bosons including a charged Higgs boson (H�). For a light charged

Higgs boson mass, the top quark decay into a charged Higgs boson and bottom quark

might occur.

This thesis presents results of a direct search for this top quark decay mode

via the charged Higgs decay to a tau lepton and tau-neutrino, using the hadronic

decays of the tau leptons. The search data consist of 100 pb�1 of Run 1 data collected

between 1992{1995 at the CDF detector, from pp collisions at a center-of-mass energy

of 1.8 TeV produced at Fermilab's Tevatron accelerator.

A total of seven events are observed in two search channels with an expected

background contribution of 7:4� 2:0 events coming from fake taus (5:4� 1:5), heavy

vector boson decays with jets (1:9�1:3) and dibosons (0:08�0:06). Lacking evidence
for a signal, we set limits on charged Higgs production at the 95% con�dence level
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in the charged Higgs mass plane versus tan � (a parameter of the theory) for a

top quark mass of 175 GeV=c2 and for top production cross sections (�tt) of 5.0

and 7.5 pb, assuming the Type-II Two-Higgs-Doublet-Model. For large tan �, this

analysis excludes a charged Higgs boson of mass below 147 (158) GeV=c2 for �tt =

5.0 (7.5) pb. Using the Standard Model measured top quark cross section from CDF,

this limit increases to 168 GeV=c2 and we also exclude a branching fraction of top

decays via this charged Higgs mode of greater than 43% for charged Higgs masses

below 168 GeV=c2.

iii



Acknowledgements

Success in the scienti�c enterprise at the end of this century is very often the result of

the e�orts of hundreds or even thousands of people. This is particularly true in the

�eld of Experimental High Energy Physics. I am forever indebted and grateful for

the resolute and stalwart e�orts of all the CDF collaborators and Fermilab sta� for

the construction and extremely successful operation of such wonderful and fun tools

with which to explore the Universe, such as the Tevatron and the CDF detector!

The multitude of extremely competent and knowledgeable CDF collaborators, listed

in Appendix G, have served as my University.

I would like to thank my advisor, Terry Watts, for introducing me to the �eld and

for bringing me on board at CDF and providing constant and un
agging support

throughout all these years.

This analysis was conducted in the Tau Working Group at CDF, consisting mostly

of collaborators from Rutgers University. I would especially like to thank John Con-

way, Cal Loomis, Eddie Kuns and Terry Watts for being such wonderful colleagues

and always providing helpful advice and encouragement. This analysis would not

have been possible without them.

In particular, John and Cal, my true \partners in crime" on the charged Higgs

analysis have always been encouraging and leading by example. Thank you for

guiding me, teaching me, helping me learn physics and withstanding my constant

badgering with patience and good humor. Thank you John, for being my mentor

and for providing me with tremendous exposure and opportunities in the �eld.

Eddie and Carol Hawk, my fellow graduate students, I will never forget being

in the trenches with you. Thanks for the friendship, fun times, and cheerful assis-

tance along the way. The other members of the Rutgers team, Tom Devlin, Robert

iv



Kennedy, Liz Buckley-Geer and Michael Walsh, have also always been extremely

generous in o�ering help and advice over the years.

I am grateful for the invaluable advice and counsel I have received from the many

members and conveners of the CDF Exotics group. Thank you all.

Thanks to the members of my thesis committee over the years | Tom Devlin,

Jolie Cizewski, David Harrington, Nathan Seiberg, Willem Kloet and Anwar Bhatti

| for their overview of my progress and for the many useful comments and sug-

gestions along the way that have helped me develop my presentation style and have

improved the thesis.

To all my friends at Fermilab, colleagues and roommates, thanks for making life

in the Midwest enjoyable. The Potluck Crowd and Lunch Group | Joe, Randy,

Leila, Carol H., Mike, Carol AW, Kara, Steve P., Todd, Noreen, Alma, Dong, Steve

D., Maggie, and Kyoko | enlivened many a lunchtime, evening or midnight chat

session with warmth, humor and commiseration when needed. My roommates, Dirk

N., Dirk J., Lisa, Anton, Rich, Brian and Gerhard, with whom I enjoyed many a

fun trip to Chicago, nights out on the town or quiet dinner parties at home, deserve

many accolades.

It has been a pleasure to be associated with the members of the Fermilab Gradu-

ate Student Association. I think we have accomplished a lot and have improved the

lives and careers of our fellow students. Roy Thatcher of the Computing Division

also deserves special kudos for his sterling e�orts in arranging computing classes that

have bene�ted many of the students.

Particular mention must be made of the motley crew I met at Rutgers University

who, over the years, have kept me sane and provided hours of entertainment, warm

friendship and have aided in my intellectual and spiritual growth. They made my

arrival and transition into the Northern Hemisphere so much more comfortable and

enjoyable. Therefore, to my family away from home | Anil, Sue, Johnny, Andreas

(sorry, no Andreon yet | the search continues : : :), Kevin, Andy, Joe, Peter, Tony,

Cettina, Bill, Remco, Donna, Lucia and Hlynur | Thanks for being there (and

providing a bu�er to all those Americans).

v



To my fellow countrymen, Elisa and Mark, thanks for the many hours of intel-

lectual and philosophical debate. Tui, especially, thank you for being such a great

sounding board, a great listener and a true friend.

This thesis is dedicated in lovingmemory to my father, Hymie, and to mymother,

Ellen. Thank you for providing a safe, enriching and loving environment; for always

encouraging my career, supporting my endeavors, and never standing in the way of

my ambitions though it took me half-way across the world and wouldn't earn me

much money! Joanne, thanks for being the best sister a brother could want and also

a best friend. I'm glad you could join me on this continent. I think I have the best

family in the whole world and I love and cherish you dearly.

And �nally to Lee Robbins, my personal cattle-prod! Thanks for being a constant

source of love, encouragement, comfort, joy, fun, steadfastness, stability and faith.

Thank you for sharing your life with me and �lling each day with love, warmth and

friendship. I know I am a lucky guy. Thank you also to your family that has been

so accepting of me.

This work was supported in part by United States National Science Foundation

Grant PHY-94-17820.

vi



Table of Contents

Abstract : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : ii

Acknowledgements : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : iv

List of Tables : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : xii

List of Figures : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : xiv

List of Abbreviations : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : xix

Introduction : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 2

1. Theoretical and Experimental Framework : : : : : : : : : : : : : : 4

1.1. The Standard Model : : : : : : : : : : : : : : : : : : : : : : : : : : : 4

1.1.1. Gauge Theories : : : : : : : : : : : : : : : : : : : : : : : : : : 7

1.1.2. QED : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 8

1.1.3. QCD : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 9

1.1.4. Electroweak Theory : : : : : : : : : : : : : : : : : : : : : : : 12

1.1.5. Electroweak Symmetry Breaking in the Standard Model |

The Higgs Mechanism : : : : : : : : : : : : : : : : : : : : : : 17

1.2. Extensions to the Standard Model : : : : : : : : : : : : : : : : : : : 20

1.2.1. The Minimal Supersymmetric Standard Model : : : : : : : : 24

1.2.2. The Extended Higgs Sector : : : : : : : : : : : : : : : : : : : 28

1.3. The Top Quark : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 34

1.3.1. Evidence for the Top Quark : : : : : : : : : : : : : : : : : : : 34

1.3.2. Top Quark Production : : : : : : : : : : : : : : : : : : : : : : 37

1.3.3. Standard Model Top Quark Decay : : : : : : : : : : : : : : : 41

1.3.4. Top Quark Measurements : : : : : : : : : : : : : : : : : : : : 46

1.4. Limits on Charged Higgs Bosons from Direct Searches : : : : : : : : 48

vii



1.4.1. Previous CDF Limits : : : : : : : : : : : : : : : : : : : : : : 49

1.4.2. Limits from Direct Searches in e+e� Collisions : : : : : : : : 50

1.5. Indirect Limits on Charged Higgs Bosons : : : : : : : : : : : : : : : 50

1.5.1. Limits on Charged Higgs from Tau Decay : : : : : : : : : : : 53

1.5.2. Leptonic Decays of Bottom Mesons : : : : : : : : : : : : : : : 54

1.5.3. Limits from Z0 Boson Decays : : : : : : : : : : : : : : : : : : 54

1.5.4. Limits from B0{B
0
Mixing : : : : : : : : : : : : : : : : : : : 56

1.5.5. Limits from the Electromagnetic Penguin Decay b! s
 : : : 57

2. Apparatus : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 66

2.1. Introduction : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 66

2.2. Luminosity : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 66

2.3. CDF Coordinate System and Units : : : : : : : : : : : : : : : : : : : 67

2.4. CDF Detector Overview : : : : : : : : : : : : : : : : : : : : : : : : : 70

2.5. Inner Tracking Systems : : : : : : : : : : : : : : : : : : : : : : : : : 75

2.5.1. Silicon Vertex Chamber (SVX) : : : : : : : : : : : : : : : : : 76

2.5.2. Vertex Time Projection Chamber (VTX) : : : : : : : : : : : 82

2.5.3. Central Tracking Chamber (CTC) : : : : : : : : : : : : : : : 84

2.5.4. Central Preradiator (CPR) : : : : : : : : : : : : : : : : : : : 86

2.6. Calorimetry : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 87

2.6.1. Central Calorimeters (CEM/CES/CHA/WHA) : : : : : : : : 90

2.6.2. Plug Calorimeter (PEM/PHA) : : : : : : : : : : : : : : : : : 94

2.6.3. Forward/Backward Calorimeters (FEM/FHA) : : : : : : : : 95

2.6.4. Calibration of the Gas Based Calorimeters : : : : : : : : : : : 95

2.7. Muon Chambers : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 96

2.7.1. Central Muon Chamber (CMU) : : : : : : : : : : : : : : : : : 97

2.7.2. Central Muon Upgrade (CMP) : : : : : : : : : : : : : : : : : 99

2.7.3. Central Muon Extension (CMX) : : : : : : : : : : : : : : : : 99

2.7.4. Forward Muon Chambers (FMU) : : : : : : : : : : : : : : : : 100

viii



2.8. Beam-Beam Counters (BBC) : : : : : : : : : : : : : : : : : : : : : : 101

2.9. Data Acquisition and Trigger Systems : : : : : : : : : : : : : : : : : 101

2.9.1. Overview : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 101

2.9.2. Trigger Tables and Prescales : : : : : : : : : : : : : : : : : : 104

2.9.3. Level 1 Trigger : : : : : : : : : : : : : : : : : : : : : : : : : : 105

2.9.4. Level 2 Trigger : : : : : : : : : : : : : : : : : : : : : : : : : : 106

2.9.5. Level 3 Trigger : : : : : : : : : : : : : : : : : : : : : : : : : : 107

3. Search Strategy : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 110

3.1. Decays of the Tau Lepton : : : : : : : : : : : : : : : : : : : : : : : : 112

3.2. Charged Higgs Decay Search Topologies : : : : : : : : : : : : : : : : 116

3.3. Expected Backgrounds : : : : : : : : : : : : : : : : : : : : : : : : : : 120

3.4. Extraction of Limits : : : : : : : : : : : : : : : : : : : : : : : : : : : 124

4. Preliminary Event Selection and Data Validation : : : : : : : : : : 125

4.1. Tevatron Run 1 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 125

4.2. Selection of the Initial 6ET Data Set : : : : : : : : : : : : : : : : : : : 126

4.2.1. Level 1 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 128

4.2.2. Level 2 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 129

4.2.3. Level 3 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 131

4.3. Other Data Sets : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 134

4.4. O�ine Reconstruction and Filtering : : : : : : : : : : : : : : : : : : 135

4.5. Data Reprocessing : : : : : : : : : : : : : : : : : : : : : : : : : : : : 137

4.6. Data Validation : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 138

4.7. Preliminary Data Selection : : : : : : : : : : : : : : : : : : : : : : : 142

4.8. Determination of Integrated Luminosity : : : : : : : : : : : : : : : : 144

5. Particle Identi�cation and Analysis : : : : : : : : : : : : : : : : : : : 146

5.1. Vertex Finding : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 147

5.2. Tau Identi�cation : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 148

ix



5.2.1. Tau Reconstruction : : : : : : : : : : : : : : : : : : : : : : : 149

5.2.2. Tau Identi�cation Cuts : : : : : : : : : : : : : : : : : : : : : 152

5.2.3. Tau Identi�cation E�ciency : : : : : : : : : : : : : : : : : : : 159

5.2.4. Tau Fakes : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 169

5.3. Photon Identi�cation : : : : : : : : : : : : : : : : : : : : : : : : : : : 170

5.4. Electron Identi�cation : : : : : : : : : : : : : : : : : : : : : : : : : : 171

5.5. Muon Identi�cation : : : : : : : : : : : : : : : : : : : : : : : : : : : : 174

5.6. Lepton Identi�cation E�ciencies : : : : : : : : : : : : : : : : : : : : 175

5.7. Jet Identi�cation : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 178

5.8. Secondary Vertex Tagging : : : : : : : : : : : : : : : : : : : : : : : : 179

5.9. E�ciency for b-tagging : : : : : : : : : : : : : : : : : : : : : : : : : : 180

5.10. Analysis : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 186

5.10.1. Preselection Cuts : : : : : : : : : : : : : : : : : : : : : : : : : 186

5.10.2. Analysis Cuts : : : : : : : : : : : : : : : : : : : : : : : : : : : 187

6. Signal Estimates : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 196

6.1. Monte Carlo Simulations : : : : : : : : : : : : : : : : : : : : : : : : : 196

6.1.1. Redecaying the Tau Leptons : : : : : : : : : : : : : : : : : : 199

6.1.2. Redecaying the b-hadrons : : : : : : : : : : : : : : : : : : : : 201

6.1.3. Detector Simulation and Event Reconstruction : : : : : : : : 201

6.1.4. Modelling the High Luminosity Environment : : : : : : : : : 203

6.2. Check of the Tau Simulation : : : : : : : : : : : : : : : : : : : : : : 205

6.3. Acceptance for the Charged Higgs Signal : : : : : : : : : : : : : : : 210

6.4. Systematic Uncertainties in the Signal Estimates : : : : : : : : : : : 212

7. Background Estimates : : : : : : : : : : : : : : : : : : : : : : : : : : : 217

7.1. Background from Electroweak Decay Processes : : : : : : : : : : : : 217

7.2. Background from Dibosons : : : : : : : : : : : : : : : : : : : : : : : 219

7.3. Background from Tau Fakes : : : : : : : : : : : : : : : : : : : : : : : 220

7.4. Check of Background Estimation : : : : : : : : : : : : : : : : : : : : 221

x



8. Results and Conclusions : : : : : : : : : : : : : : : : : : : : : : : : : : 228

8.1. Expected Number of Signal Events : : : : : : : : : : : : : : : : : : : 228

8.2. Setting Limits : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 230

8.3. Limits Including Information from the Top Discovery : : : : : : : : : 232

8.4. Improved Limits Using the SM Top Cross Section : : : : : : : : : : : 233

8.5. Comparison with Other CDF Results : : : : : : : : : : : : : : : : : : 239

8.6. Conclusions : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 240

Appendix A. Calculations of Branching Ratios for the Charged Higgs

Boson : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 241

Appendix B. The Tevatron Accelerator Complex at Fermilab : : : : 244

Appendix C. The CDF Data Acquisition System : : : : : : : : : : : : 250

C.1. Run 1A Data Acquisition System : : : : : : : : : : : : : : : : : : : : 250

C.2. Run 1B Data Acquisition System : : : : : : : : : : : : : : : : : : : : 253

C.3. Run 1B Level 3 Trigger System : : : : : : : : : : : : : : : : : : : : : 257

Appendix D. Missing ET Trigger E�ciencies : : : : : : : : : : : : : : : 262

D.1. Level 2 Trigger E�ciency Measurement : : : : : : : : : : : : : : : : 263

D.2. Level 3 Trigger E�ciency Measurement : : : : : : : : : : : : : : : : 270

Appendix E. Tau Fake Rates : : : : : : : : : : : : : : : : : : : : : : : : : 272

Appendix F. The Secondary Vertex Algorithm : : : : : : : : : : : : : 277

Appendix G. The CDF Collaboration : : : : : : : : : : : : : : : : : : : 281

References : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 284

Curriculum Vita : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 299

xi



List of Tables

1.1. The fundamental particles in the SM : : : : : : : : : : : : : : : : : : 6

1.2. The gauge and Higgs bosons of the SM : : : : : : : : : : : : : : : : : 8

1.3. Particle properties in the SM for the electroweak interaction. : : : : 14

1.4. Calculations of the p�p! t�t cross sections : : : : : : : : : : : : : : : 41

1.5. Decay modes for a t�t pair : : : : : : : : : : : : : : : : : : : : : : : : 45

1.6. CDF and D� top quark measurements. : : : : : : : : : : : : : : : : 46

1.7. Limits on MH� from the LEP II experiments. : : : : : : : : : : : : : 51

2.1. Comparison of SVX and SVX0. : : : : : : : : : : : : : : : : : : : : : 77

2.2. Physical characteristics of the silicon detectors. : : : : : : : : : : : : 77

2.3. CDF calorimeter information. : : : : : : : : : : : : : : : : : : : : : : 88

3.1. Properties of the tau lepton : : : : : : : : : : : : : : : : : : : : : : : 112

3.2. Summary of the tau lepton decay modes : : : : : : : : : : : : : : : : 113

4.1. Overall selection statistics. : : : : : : : : : : : : : : : : : : : : : : : : 143

4.2. Calculation of �nal luminosities. : : : : : : : : : : : : : : : : : : : : 145

5.1. Summary of tau object identi�cation cuts. : : : : : : : : : : : : : : : 152

5.2. Tau identi�cation cut e�ciencies. : : : : : : : : : : : : : : : : : : : : 161

5.3. Tau identi�cation cut e�ciencies on jet data. : : : : : : : : : : : : : 163

5.4. Summary of tau object classi�cation e�ciencies. : : : : : : : : : : : 168

5.5. Photon object identi�cation cuts. : : : : : : : : : : : : : : : : : : : : 171

5.6. Summary of electron object identi�cation cuts. : : : : : : : : : : : : 172

5.7. Summary of muon object identi�cation cuts. : : : : : : : : : : : : : 174

5.8. Events failing the preselection and �nal analysis cuts. : : : : : : : : 192

5.9. Properties of events passing all the analysis cuts. : : : : : : : : : : : 193

xii



6.1. Tau decay modes and branching fractions used in TAUOLA. : : : : 200

6.2. Number of Z ! ee events. : : : : : : : : : : : : : : : : : : : : : : : : 208

6.3. Acceptance for ISAJET tt Monte Carlo samples. : : : : : : : : : : : 211

6.4. Systematic uncertainties on the signal acceptance calculation. : : : : 215

7.1. Inclusive cross sections and R-factors for W=Z + jets. : : : : : : : : 219

7.2. Expected background in the two search channels. : : : : : : : : : : : 222

7.3. Standard topology events without b-tagging. : : : : : : : : : : : : : : 222

7.4. Dilepton events passing the analysis cuts. : : : : : : : : : : : : : : : 223

8.1. Combined acceptances for the various tt decay channels. : : : : : : : 229

8.2. Acceptances for tt decay from the lepton + jets analysis. : : : : : : : 235

8.3. Systematic uncertainties in the lepton + jets and the tau + jets analyses.237

D.1. Events passing the selection cuts in the trigger e�ciency measurement.265

D.2. Acceptances for tt ! H+bH�b using the 6ET trigger turn-on. : : : : 269

E.1. Measured and expected fake rates in the inclusive lepton samples. : 276

xiii



List of Figures

1.1. Unitarity triangle for the CKM matrix : : : : : : : : : : : : : : : : : 16

1.2. Yukawa couplings of the standard Higgs boson. : : : : : : : : : : : : 20

1.3. Loop corrections to the self-energy of the SM Higgs boson : : : : : : 22

1.4. Running of the gauge coupling constants : : : : : : : : : : : : : : : : 23

1.5. Branching fractions for t! H+b and H+ ! �+� : : : : : : : : : : : 35

1.6. Feynman diagram for p�p! W � ! t�b : : : : : : : : : : : : : : : : : : 38

1.7. Feynman diagrams for production of t�t pairs : : : : : : : : : : : : : 39

1.8. Predictions for the top production cross section versus top mass. : : 42

1.9. Feynman diagram for top pair production and decay in the SM : : : 44

1.10. Measured values of the tt production cross section : : : : : : : : : : 47

1.11. Measured values of the top mass from CDF and D� : : : : : : : : : 48

1.12. Limits on the charged Higgs mass from CDF Run 1A. : : : : : : : : 49

1.13. Feynman diagram for tau decay to leptons (e or �) : : : : : : : : : : 53

1.14. Feynman diagram for pure leptonic B+ ! `+� decay : : : : : : : : : 54

1.15. Feynman diagram for leptonic decay b! c�+�� : : : : : : : : : : : : 55

1.16. Example of a box diagram for B0-B
0
oscillations. : : : : : : : : : : : 57

1.17. Limits in MH�{tan� plane via indirect methods for type II 2HDM : 58

1.18. Penguin diagram for FCNC of b! s
 : : : : : : : : : : : : : : : : : 59

1.19. Lower limit on MH� from CLEO b! s
 measurement. : : : : : : : 61

1.20. b! s
 with SUSY contributions. : : : : : : : : : : : : : : : : : : : : 62

1.21. B(b! s
) as a function of the charged Higgs mass in SUGRA : : : 64

1.22. Excluded region based on the CLEO b! s
 result. : : : : : : : : : : 65

2.1. Three dimensional view of the CDF detector. : : : : : : : : : : : : : 71

xiv



2.2. Longitudinal view of one quadrant of the CDF detector. : : : : : : : 71

2.3. An isometric view of one of the SVX barrels. : : : : : : : : : : : : : 79

2.4. One ladder of the SVX. : : : : : : : : : : : : : : : : : : : : : : : : : 80

2.5. CDF Event display of the VTX : : : : : : : : : : : : : : : : : : : : : 82

2.6. End view of the Central Tracking Chamber : : : : : : : : : : : : : : 85

2.7. Close-up view of the CDF calorimeters. : : : : : : : : : : : : : : : : 87

2.8. Schematic �{� map of CDF calorimeter coverage. : : : : : : : : : : : 89

2.9. One wedge of the Central Calorimeter. : : : : : : : : : : : : : : : : : 91

2.10. Schematic diagram of the Central Strip Chambers. : : : : : : : : : : 92

2.11. One module of the Central Calorimeter. : : : : : : : : : : : : : : : : 93

2.12. Exploded view of the Plug Electromagnetic Calorimeter. : : : : : : : 95

2.13. Muon coverage for the central CDF muon chambers. : : : : : : : : : 97

2.14. One tower of the CMU. : : : : : : : : : : : : : : : : : : : : : : : : : 98

3.1. Diagram of tt production with decays to charged Higgs and W bosons. 111

3.2. Polarization of the � and �� from the decay of W� and H� bosons. 115

3.3. Schematic of the two search topologies in the transverse view. : : : : 118

3.4. Kinematic quantities for charged Higgs search topologies. : : : : : : 121

3.5. Transverse energy of the two leading taus in an event. : : : : : : : : 122

3.6. Feynman diagrams for background processes : : : : : : : : : : : : : : 123

4.1. Plot of Run 1 integrated luminosity : : : : : : : : : : : : : : : : : : 126

4.2. Level 1 Calorimeter Trigger for Run 1B. : : : : : : : : : : : : : : : : 128

4.3. Level 2 6ET Triggers for Run 1A. : : : : : : : : : : : : : : : : : : : : 130

4.4. Level 2 6ET Trigger for Run 1B. : : : : : : : : : : : : : : : : : : : : : 130

4.5. Level 3 6ET Trigger for Runs 1A and 1B. : : : : : : : : : : : : : : : : 132

4.6. Mean and width of
P
ET , 6ET , �6ET

and Njet distributions. : : : : : : 140

4.7. Mean and width of N� , �� , �� and E� distributions : : : : : : : : : : 141

5.1. Number of calorimeter towers in TAUO objects. : : : : : : : : : : : 151

5.2. The electromagnetic fraction vs. E=p for an ideal detector. : : : : : : 153

5.3. The electromagnetic fraction vs. E=p for TAUO clusters : : : : : : : 154

xv



5.4. Schematic diagram depicting tau cone. : : : : : : : : : : : : : : : : : 155

5.5. E�ect of the tau isolation cut. : : : : : : : : : : : : : : : : : : : : : : 156

5.6. Mass distribution for reconstructed tau leptons. : : : : : : : : : : : : 157

5.7. The number of associated CES clusters with tau candidates. : : : : : 158

5.8. Tau identi�cation cut e�ciencies. : : : : : : : : : : : : : : : : : : : : 162

5.9. Tau identi�cation cut e�ciencies on jet data. : : : : : : : : : : : : : 163

5.10. Average mass of the tau object vs. ET : : : : : : : : : : : : : : : : : 164

5.11. Number of tracks in the isolation region for TAUO objects : : : : : : 166

5.12. Tau identi�cation e�ciencies. : : : : : : : : : : : : : : : : : : : : : : 167

5.13. The cumulative e�ects of the tau identi�cation cuts. : : : : : : : : : 170

5.14. Object identi�cation e�ciencies for electrons. : : : : : : : : : : : : : 176

5.15. Object identi�cation e�ciencies for muons. : : : : : : : : : : : : : : 177

5.16. Jet object identi�cation e�ciencies. : : : : : : : : : : : : : : : : : : : 179

5.17. Schematic showing a real and a fake displaced secondary vertex. : : 181

5.18. The raw c� distributions for b-tagged jets and tau leptons. : : : : : : 182

5.19. The c� distribution for jets in the inclusive electron data. : : : : : : 183

5.20. The b-tag e�ciency for jet objects in tt! W+bH�b Monte Carlo. : 186

5.21. The minimum angle ��MET versus 6Eobj
T . : : : : : : : : : : : : : : : 188

5.22. Invariant mass of opposite-sign electron and muon pairs. : : : : : : : 190

5.23. Distribution of ditau events with respect to the ET cuts. : : : : : : : 191

5.24. Final selected event from Run 1A. : : : : : : : : : : : : : : : : : : : 193

5.25. Final selected events from Run 1B. : : : : : : : : : : : : : : : : : : : 194

5.26. The event with the largest ET tau in the �nal sample. : : : : : : : : 195

6.1. Parameterization of the Level 2 6ET trigger e�ciency. : : : : : : : : : 202

6.2. Mass and decay length (c�) of b-tagged jets. : : : : : : : : : : : : : : 203

6.3. Di�erence in reconstructed taus in ISAJET and PYTHIA. : : : : : : 206

6.4. Invariant mass distributions in Z ! ee. : : : : : : : : : : : : : : : : 207

6.5. Isolation angle and sum pT distributions in Z ! ee. : : : : : : : : : 209

6.6. Acceptance for the search topologies in Monte Carlo data. : : : : : : 212

xvi



6.7. Number of jets in a ISAJET Monte Carlo tt ! H+bH�b sample. : : 213

6.8. ET for identi�ed objects in Monte Carlo samples. : : : : : : : : : : : 214

7.1. Cross sections from Run 1 for W=Z + jets. : : : : : : : : : : : : : : 220

7.2. Tau track multiplicity. : : : : : : : : : : : : : : : : : : : : : : : : : : 224

7.3. ET of the tau lepton. : : : : : : : : : : : : : : : : : : : : : : : : : : : 224

7.4. 6ET distribution. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 224

7.5. 6Eobj
T distribution. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 224

7.6. �Eobj
T distribution. : : : : : : : : : : : : : : : : : : : : : : : : : : : : 225

7.7. 6Eobj
T isolation variable. : : : : : : : : : : : : : : : : : : : : : : : : : : 225

7.8. ET of leading jet. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 225

7.9. ET of next-to-leading jet. : : : : : : : : : : : : : : : : : : : : : : : : 225

7.10. The invariant mass of the two leading jets. : : : : : : : : : : : : : : : 226

7.11. The other (X) object type : : : : : : : : : : : : : : : : : : : : : : : : 226

7.12. Pseudorapidity of the tau lepton. : : : : : : : : : : : : : : : : : : : : 226

7.13. Cosine of the angle between the tau lepton and leading jet. : : : : : 226

7.14. Tau track multiplicity for W ! �� + 3 jets events : : : : : : : : : : : 227

8.1. Expected number of charged Higgs events. : : : : : : : : : : : : : : : 230

8.2. Limits on charged Higgs boson production. : : : : : : : : : : : : : : 231

8.3. Charged Higgs exclusion region using top information. : : : : : : : : 233

8.4. The total top cross section as a function of tan�. : : : : : : : : : : : 234

8.5. Charged Higgs boson 95% con�dence level exclusion regions. : : : : 238

8.6. Comparison of charged Higgs limits. : : : : : : : : : : : : : : : : : : 239

B.1. The Fermilab accelerator complex. : : : : : : : : : : : : : : : : : : : 245

C.1. Data 
ow through the CDF DAQ system for Run 1A. : : : : : : : : 251

C.2. Data 
ow through the CDF DAQ system for Run 1B. : : : : : : : : 254

C.3. Data 
ow through the Run 1B Level 3 Trigger System. : : : : : : : : 258

C.4. One Level 3 Box. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 259

C.5. States and transitions for the Level 3 Run Control Server. : : : : : : 261

D.1. Di�erence between Level 2 6ET and 6ET measured o�ine. : : : : : : : 264

xvii



D.2. Level 2 MET35 Trigger e�ciency. : : : : : : : : : : : : : : : : : : : : 266

D.3. Level 2 MET35 Trigger simulation e�ciency. : : : : : : : : : : : : : 267

D.4. Parameterization of Level 2 MET35 trigger turn-on e�ciencies. : : : 268

D.5. Level 3 MET30 Trigger e�ciency. : : : : : : : : : : : : : : : : : : : : 270

E.1. The tau lepton fake rate as a function of detector pseudorapidity. : : 273

E.2. The tau lepton fake rate parameterized as a function of tau ET . : : : 274

E.3. The invariant mass distribution from fake tau leptons. : : : : : : : : 274

E.4. The tau lepton fake rate using all the jet samples. : : : : : : : : : : 275

xviii



List of Abbreviations

2HDM Two Higgs Doublet Model

BBC Beam-Beam Counter

BFM BuFfer Manager

BMX Bu�er MultipleXor

CDF Collider Detector at Fermilab

CEM Central ElectroMagnetic calorimeter

CERN Centre Europ�een pour la Recherche Nucl�eaire
(European Laboratory for Particle Physics)

CES Central Electron Strip chamber

CESR Cornell Electron Storage Ring

CFT Central Fast Tracker

CHA Central HAdronic calorimeter

CKM Cabibbo-Kobayashi-Maskawa matrix

CMP Central Muon uPgrade tracking chambers

CMU Central MUon tracking chambers

CMX Central Muon eXtension tracking chambers

CPR Central PReradiator

CPU Central Processing Unit

CS Consumer Server

CTC Central Tracking Chamber

DAQ Data AcQuisition system

DST Data Summary Tape

EM ElectroMagnetic energy

6ET missing transverse Energy

EVB EVent Builder

xix



FCNC Flavor Changing Neutral Current

FEM Forward ElectroMagnetic calorimeter

FMU Forward MUon tracking chambers

FHA Forward HAdron calorimeter

FRED Front-end REadout and Decision

FRC Fastbus Readout Controller

GMSB Gauge Mediated Supersymmetry Breaking

GUT Grand Uni�ed Theory

HAD HADronic energy

LEP Large Electron{Positron collider at CERN

MSSM Minimal SuperSymmetric Model

MX MultipleXing fast electronic scanner

PAD Physics Analysis Dataset

PEM Plug ElectroMagnetic calorimeter

PLJ Photon-Lepton-Jets software package

PHA Plug HAdron calorimeter

QED Quantum ElectroDynamics

QCD Quantum ChromoDynamics

RGE Renormalization Group Equation

SCPU Scanner CPU

SECVTX SECondary VerTeX algorithm

SLAC Stanford Linear ACcelerator

SM Standard Model of particle physics

SSP SLAC Scanner Processors

SUGRA SUperGRAvity theory

SUSY SUperSYmmetry theory

SVX Silicon VerteX detector

TAUO TAU Object

TS Trigger Supervisor

xx



VEV Vacuum Expectation Value

VTX VerTeX time projection chamber

WHA Wall HAdronic calorimeter

xxi



1

ODE TO THE CHARGED HIGGS

The top exists, no doubt of that,

A partner to the b;

Theorists are also sure the world

Has supersymmetry.

If Higgs is how we get our mass

The spectrum gets enlarged.

Not only is there one H-nought,

There's more than one H-charged.

If top is heavier than H,

It radiates this �eld.

The t becomes a b, you see,

With lower W yield.

If we have H's on our tapes,

How can we know they're there?

Well, H's like to go to taus,

While W don't care.

Ev'n in our gold mine, CDF,

The taus are hard to see,

But imagine if we found the H

AND Supersymmetry!

Mike Albrow

March 1997
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Introduction

This thesis describes a search for top quarks decaying to charged Higgs bosons

(t! H+b) where the charged Higgs bosons decay to tau leptons (H+ ! �+�) and

the tau decays into hadronic decay products. The analysis is based on proton-

antiproton (pp) collisions at a center-of-mass energy of
p
s = 1:8 TeV produced at

the Tevatron at Fermilab, which currently has the highest energy proton-antiproton

collisions in the world, and measured with the Collider Detector at Fermilab (CDF).

The data set used in the analysis is based on the Run 1 data sample of 118 pb�1 of

integrated luminosity collected by CDF from August 1992 to December 1995.

This analysis was begun after the initial evidence of the top quark was observed

at CDF, but before its con�rmed discovery. Hence, the analysis and limit extractions

are done independently of the CDF top analyses which were concurrently underway.

This analysis was done in collaboration with Dr. Charles Loomis and Prof. John

Conway, under the supervision of Prof. Terence Watts. The tools and data sets used

in this analysis were developed in conjunction with the CDF Tau Working Group,

under the auspices of the CDF Exotics Physics Group.

The results from this analysis were published in the July 21, 1997 issue of Phys-

ical Review Letters [1] and have been presented at numerous conferences (e.g. see

Reference [2]).

Organization of the Thesis

The theoretical and experimental frameworks for the analysis and current status of

measurements of the top quark and searches for the charged Higgs bosons are re-

viewed in Chapter 1. The multi-purpose CDF detector which studies the interactions

of collisions of protons and antiprotons provided by the Fermilab Tevatron Collider
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is described in Chapter 2. Chapter 3 discusses the strategy for the charged Higgs

boson search using the hadronic decays of the tau lepton. Chapter 4 describes the

reprocessing and the selection of the initial analysis data sets. Chapter 5 describes

the further reduction and analysis of these data. Chapter 6 describes the predictions

for a charged Higgs signal and Chapter 7 describes the backgrounds to the search.

Chapter 8 presents the null results for the search and derives limits based on the

observed data and the estimates of the signal and backgrounds.

The various appendices describe some ancillary details to the analysis. Ap-

pendix A shows the calculations for the branching fractions for top quark decays to

charged Higgs bosons and Standard ModelW bosons and the branching fractions for

the charged Higgs decays. These calculations are used to extract the limits in Chap-

ter 8. Appendix B describes the operations and production of proton-antiproton

collisions at the Tevatron. Appendix C describes the data acquisition system used

at CDF in Run 1. Appendix D discusses the measurement of the missing ET trigger

e�ciency which was crucial to the analysis. Similarly, Appendix E describes the

measurement of the fake rates for the hadronically decaying tau leptons which was

critical in understanding the backgrounds to the analysis. Appendix F describes the

algorithm used to identify secondary vertices from the decays of long-lived particles,

such as hadrons containing bottom quarks.

Appendix G contains the CDF author list from the publication in Reference [1].
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Chapter 1

Theoretical and Experimental Framework

I begin this chapter with an overview of the Standard Model of particle physics,

including the Higgs mechanismwhich breaks the electroweak symmetry of the model.

Section 1.2 reviews some of the limitations of this model and describes the most

theoretically attractive replacement | supersymmetry. The more general extension

of the Standard Model Higgs sector to include two Higgs doublets is presented in

Section 1.2.2. One of the predictions of this extended Higgs sector is a pair of charged

Higgs scalar bosons, the subject of this thesis.

Section 1.3.1 reviews the original motivations and eventual discovery of the top

quark. The top quark production mechanisms and calculations are discussed in

Section 1.3.2 and the top quark decay properties in the Standard Model are discussed

in Section 1.3.3. The current status of top quark measurements at the Tevatron are

presented in Section 1.3.4.

Section 1.4 reviews the theoretical constraints and current experimental limits,

both direct and indirect, on the production of charged Higgs bosons.

1.1 The Standard Model

Over the last few decades, what is known as the \Standard Model" (SM) of particle

physics has become the foundation and touchstone of high-energy particle experi-

ments and theories. The SM is described in numerous text-books, a few of which

are to be found in References [3, 4, 5, 6, 7]. I will summarize some of the salient

features below.

There are four known forces that govern the interactions of matter in the universe.
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The SM describes three of these interactions: the electromagnetic force, and the weak

and strong nuclear forces. There is no natural way to incorporate the fourth force,

gravity, into the SM; gravity is currently well described by the theory of General

Relativity. Much of the drive behind theoretical developments at the high-energy

frontier is the hope that all these forces can be incorporated into one Grand Uni�ed

Theory (GUT) at some very large energy scale of order 1 TeV or greater. Some of

these theories will be discussed further in Section 1.2.

In the SM, all known matter is composed of a few elementary pointlike struc-

tureless spin-1/2 (in units of �h) particles, the fermions. The interactions (or forces)

between these particles are described by the exchange of gauge bosons of integral spin

which are the physical manifestations of gauge �elds. The gauge �elds in the SM

describe the three interactions: the electromagnetic interaction by quantum electro-

dynamics (QED) which is subsumed in the electroweak theory which also describes

the weak nuclear force, and the strong nuclear force, described by quantum chromo-

dynamics (QCD). The fermions are further subdivided into two groups, the quarks

and leptons, according to their interactions. Quarks interact via all four forces (in-

cluding gravity), the charged leptons interact via all except the strong interaction

and the neutral leptons (neutrinos) only via the electroweak and gravitational force.

The two groups of fermions are further subdivided into three families or gener-

ations, of di�erent 
avor and mass, with the generations ranked according to the

increasing masses of the constituent particles. Within a generation there are two

members in each group: a lepton and its neutrino and an up-type quark with its

down-type partner. These pairs of particles will be grouped into doublets and singlets

of weak-isospin later in the description of the electroweak theory (see Section 1.1.4).

The fermion generations and 
avors are shown in Table 1.1 along with their

masses and electric charges. Each fermion has an anti-particle partner with opposite

quantum numbers, but the same mass.

Quarks are bound together by the strong force into hadrons. The hadrons are

composed of two groups, the mesons (q�q), and the baryons (qqq) (where q stands for

a quark and �q stands for an anti-quark). Due to quark con�nement (described in
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Generation

1st 2nd 3rd

up (u) charm (c) top (t)

mass: 2{8 MeV=c2 mass: 1.0{1.6 GeV=c2 mass: 174 GeV=c2

quarks charge: +2
3 charge: +2

3 charge: +2
3

down (d) strange (s) bottom (b)

mass: 5{15 MeV=c2 mass: 0.1{0.3 GeV=c2 mass: 4.1{4.5 GeV=c2

charge: �1
3 charge: �1

3 charge: �1
3

electron (e�) muon (��) tau (��)

mass: 0.511 MeV=c2 mass: 106 MeV=c2 mass: 1.78 GeV=c2

leptons charge: �1 charge: �1 charge: �1
e� neutrino (�e) �� neutrino (��) �� neutrino (�� ) y

mass: 0 mass: 0 mass: 0

charge: 0 charge: 0 charge: 0

Table 1.1: The fundamental matter particles (fermions) in the Standard Model in
their mass eigenstates. Electric charges are in units of jej. Each particle has an
antiparticle with the same mass and opposite quantum numbers. y �� is the only
particle which has not been directly observed.

Section 1.1.3), free quarks are not to be found in nature; hence, their masses cannot

be determined precisely and the measurements are dependent on the energy probes

used and the hadronic systems the quarks are in.

The lepton masses have been measured to very high precision: better than 1 part

in 106 for the electron and muon and to a precision of nearly 1 part in 104 for the

tau. In the SM, neutrinos have zero mass. Extensions of the SM would allow for

non-zero masses of the neutrinos. Many experiments are underway trying to measure

the properties of the neutrinos precisely. Currently, the electron and muon neutrino

masses have been determined to be <� 15 eV and <� 0:3 MeV, respectively [8]. The

tau neutrino is the only fundamental fermion in the SM that has not yet been

observed directly, although its mass from indirect measurements must be less than
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31 MeV [8]. There are a number of experiments trying to observe the tau neutrino

directly and via neutrino-oscillations (DONUT at Fermilab [9], and NOMAD [10] and

CHORUS [11] at CERN). There is also recent evidence from the Super-Kamiokande

experiment that neutrinos created in the atmosphere from cosmic-ray interactions

might oscillate, which would indicate that they have mass [12].

The top quark was discovered at Fermilab in 1995 by both the CDF [13] and

D� [14] detectors. This was the last quark awaiting discovery in the SM. The top

quark and its properties are discussed in further detail in Section 1.3.

The LEP experiments have shown that the e+e� annihilation cross section in

the Z0 mass energy region, primarily within the width of the resonance peak, is

consistent with the SM assumption of three light neutrino generations [8]. Any

further fermionic generations would, therefore, need an extension of the SM.

1.1.1 Gauge Theories

The interactions among the fundamental constituents of matter are described by

quantum �eld theories. In these theories, the forces are mediated by the exchange of

particles called gauge bosons. There are no direct, \action-at-a-distance" interactions

of the matter particles (fermions) with each other. The photon, 
, mediates the

electromagnetic interaction, the weak vector bosons, W� and Z0, mediate the weak

interaction and the gluons, gi, mediate the strong interaction.

The SM gauge bosons are listed in Table 1.2 along with the force mediated by

each and their relative coupling strengths and ranges.

In a gauge �eld theory, arbitrary gauge transformations acting on the matter or

gauge �elds leave the Lagrangian of the theory, and thus all observable quantities, in-

variant. All gauge �eld theories obey a global gauge-invariance, characterized by the

symmetry of the theory (described by Lie groups), which leads to a conserved quan-

tity, the quantum number of the theory. Requiring local gauge invariance naturally

gives rise to the gauge �elds which govern the interactions of the theory. The quanta

of the gauge �elds are the exchange particles mediating the interaction. The gauge
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Quantum Quantum Coupling Range Mass

Boson Theory number Strength (m) (GeV=c2)

Photon (
) QED Charge � = e2

4��hc =
1
137 1 0

Z0

W�

H0

Electroweak
Weak

Isospin
GFm

2
p ' 10�5 10�18

91:2

80:2

> 90:0

Gluons (gi)

i = 1; ::; 8
QCD Color �s � 1 10�15 0

Graviton (G) (None) (Mass) Gm2
p ' 6� 10�39 1 0

Table 1.2: The gauge and Higgs bosons of the Standard Model with their properties
and the forces they mediate. The coupling strengths to particles of mass mp are
given for low-energy interactions (q2 � 0). The graviton and Higgs boson have not
been observed. The lower bound on the SM Higgs mass is from LEP [15].

theories are also required to obey causality and to be renormalizable. The follow-

ing sections describe the quantum electrodynamic (QED), quantum chromodynamic

(QCD) and uni�ed electroweak theories in more detail.

The �nal component of the SM is the addition of the electroweak symmetry-

breaking sector via the Higgs mechanism. This spontaneous symmetry breaking

results in a neutral scalar Higgs boson, H0, that gives the weak vector bosons and

fermions their mass. This is discussed in detail in Section 1.1.5.

The classical theory of General Relativity provides the best description of the

gravitational force. So far, there is no satisfactory way to quantize the gravitational

interaction in a �eld theory, although there is a postulated spin-2 massless gauge

boson, the graviton, that would mediate this interaction.

Grand Uni�ed Theories attempt to further unify some or all of these forces. Some

of these models are discussed in Section 1.2.

1.1.2 QED

The electromagnetic interaction is well described by the theory of quantum electro-

dynamics (QED), developed in the late 1940's [16]. The global U(1) gauge symmetry
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in QED gives rise to the conservation of electromagnetic charge, Q. Imposing lo-

cal gauge invariance on the theory necessitates the introduction of a gauge �eld;

this gauge �eld is the massless gauge boson which describes the interactions among

charged particles and corresponds to the photon (
).

The strength of the interaction between the photon and the fermions is described

by the coupling constant �. This is actually a running coupling constant, �(q), as

its value depends on the momentum transfer, or q2, of an interaction. At q2 = 0,

the coupling constant is the familiar �ne structure constant, � = e2=4��hc = 1=137,

and at the scale of the heaviest vector boson, the Z0, �(MZ) � 1=128.

Photons do not carry charge, due to the Abelian nature of the unitary U(1) sym-

metry group, and therefore do not interact with each other (self-couple) at tree-level,

but do so only through higher-order fermionic loops. Therefore, the electromagnetic

interaction is long range.

1.1.3 QCD

The gauge theory of the strong force is called quantum chromodynamics (QCD).

The symmetry group for QCD is SU(3) which leads to eight conserved quantities,

called color charge or simply color. There are three primary color charges (normally

termed red, green and blue) which come in color{anticolor pairs. Quarks form an

SU(3) color triplet. Color symmetry is exact, so QCD calculations are independent

of the color of the quarks (a red quark scattering o� of a green quark is the same as

a red quark scattering o� of a blue quark). The gauge bosons of the theory, called

gluons, result from imposing local gauge invariance. Gluons are neutral massless

vector bosons that form an SU(3) color octet, meaning that they carry one color

and one anti-color charge, and are thus subject to the color force themselves. The

available color con�gurations for quarks and gluons are given below (where R=red,

B=blue, G=green, and R=anti-red, etc.)

quarks R; B; G

antiquarks R; B; G
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gluons RB; RG; BG; BR; GR; GB;
1p
2
(RR� BB);

1p
6
(RR + BB � 2GG)

QCD is a non-Abelian theory, where the gluons carry color, in contrast to the

photon in QED which did not carry electric charge. This results in the very di�erent

behavior of the strong interaction compared to the electromagnetic interaction. Glu-

ons interact with each other directly and as strongly as they do with quarks. Due to

this gluon-gluon interaction, the strong force increases with distance. As two quarks

move apart from each other, gluons exchanged between the two quarks interact with

each other as well as with the quarks. The increasing force either binds the quarks

together, or the \color string" breaks when the energy density of the color �eld be-

tween the quarks is great enough to create a quark-antiquark pair, resulting in two

separate hadrons. This results in quark con�nement ; quarks appear only in bound

states forming colorless SU(3) singlets, not as free particles. The con�nement ra-

dius is approximately 1 fm. The lowest energy color singlet con�gurations of quarks

are quark-antiquark pairs (q�q), known as mesons or as a quark triplet (qqq) called

baryons. Collectively these strongly bound states are called hadrons. The lowest

mass mesons are the pions (e.g. �+ = u �d). The lowest mass baryon is the proton

(p = uud), which is the only stable free hadron in the SM. All other free hadrons

eventually decay through a cascade of particles into the lightest leptons (the electron

and neutrinos), photons and protons. The time scale for these decays range from

10�24 seconds for resonances (e.g., �, �, �) to 10�8 seconds for the \almost stable"

pions and kaons to about 103 seconds for the free neutron. Grand Uni�ed Theories

even predict the eventual decay of free protons on the time scale of > 1031 years.

Even without directly observing colored objects, the number of colors is measur-

able. One example is via the ratio of e+e� annihilation cross sections into hadrons

to those into �+�� [4],

R =
� (e+e� ! hadrons)

� (e+e� ! �+��)
= Nc

X

avors

q2i (1.1)

where Nc is the number of colors, qi is the charge of the quarks u, d, s, : : : , and the

sum is over the active 
avors (see below).
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The color-string fragmentation is the way that partons \hadronize" after a high-

energy collision. Partons are the constituents of hadrons, namely the quarks and

gluons. A parton, knocked out of a proton say, in a high-momentum transfer inter-

action will hadronize into a \jet" of colorless hadrons travelling roughly collinearly

with each other and with the original direction of the outgoing parton. Thus, infor-

mation about the outgoing partons from the high-q2 interaction is largely preserved

in the resulting jets. The rest of the quarks in the original proton (called spectators)

also reform into colorless objects.

The amplitude of a strong interaction process at a given momentum scale, q2, can

be parameterized in terms of the running coupling constant �s(q). A conventional

de�nition of �s is given by Reference [8]:

�s(q) =
4�

(11� 2
3nf )

1

ln(q2=�2)

"
1� 2

51� 19
3 nf

(11� 2
3nf )

2

ln(ln(q2=�2))

ln(q2=�2)

#
+ higher order terms: (1.2)

where nf = the number of active quark 
avors and q2 is the center-of-mass energy

of the reaction. An active 
avor is a quark 
avor whose mass is less than one-half

the center-of-mass energy of the reaction. The dimensional parameter, �, is the

QCD scale parameter and it is only adjustable parameter in QCD, apart from the

quark masses. The scale parameter is determined by comparing QCD predictions to

experimental data and is also dependent on the momentum scale of the interaction.

For most processes, the measured value of �QCDisconsistentwith � 200 MeV=c.

From the 1= ln(q2=�2) behavior in the equation above, the coupling becomes van-

ishingly small at large q2 or, equivalently, at small distances. This phenomenon is

called asymptotic freedom. At high energy, where �s ! 0, quarks behave as if they

are free particles. Therefore high-q2 processes can be described very well by pertur-

bative calculations in expansions of the coupling constant �s. At the scale of the

mass of the heaviest vector boson (Z0), �s(MZ) � 0:12. However, for low-q2 inter-

actions ( <� 300 MeV2=c2), the coupling approaches unity. Perturbative calculations

tend to break down in this region and we therefore rely mostly on phenomenological

models.
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In a typical proton-antiproton collision, only one parton from each proton is

involved in the hard scatter. Asymptotic freedom makes it possible to calculate this

collision process, to �rst-order, as the interaction between a single parton in each

of the colliding hadrons, where the remaining spectator partons only interact with

the struck partons during hadronization. The hadronization process occurs at a

much lower energy scale, and is therefore non-perturbative, but it occurs well after

the high-q2 interaction. The particles from the remnant hadronization form what is

usually referred to as the underlying event. The structure of the underlying event is

similar to that of the bulk of the soft inelastic pp collisions, usually termed minimum

bias events.

In a typical perturbative calculation, in�nities arise that must be renormalized or

regularized in a consistent manner [17]. A particular renormalization scheme must

be chosen. We refer to calculations that typically use the commonmodi�ed-minimal-

subtraction method (MS) [18, 19]. Also, calculations to �nite order in perturbation

theory need to introduce a renormalization scale, �. Physical predictions should

be independent of this choice of scale, but, as calculations can only be carried out

to �nite order in practice, this scale should be speci�ed when quoting results of

perturbative calculations.

1.1.4 Electroweak Theory

The electromagnetic and weak nuclear forces were combined in a SU(2) � U(1)

Electroweak theory, originally proposed by Weinberg and Salam in 1967 [20, 21]. The

uni�cation of the two interactions is accomplished in two steps. First, global gauge

invariance under the SU(2) gauge transformation leads to the conservation of the

weak-isospin charge, T . Requiring the Lagrangian to be invariant under local SU(2)

transformations necessitates the introduction of a weak-isospin triplet of gauge �elds,

Wi
�, i = 1; 2; 3. The SU(2) group is non-Abelian which leads to the self-interactions

of these gauge �elds.

The second step involves requiring invariance under the U(1) transformation

which leads to the conservation of weak-hypercharge, Y . Demanding local gauge
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invariance as well necessitates the introduction of a weak-hypercharge singlet vector

gauge �eld, B�.

The gauge �elds can be rewritten as follows:

W�
� =

1p
2

�
W1

� � iW2
�

�
Z� =W3

� cos � �B� sin �

A� =W3
� sin � +B� cos �: (1.3)

A� has the gauge form of the electromagnetic interaction in QED and is identi�ed

with the photon. The weak-hypercharge, Y , third component of weak-isospin, T3,

and electric charge, Q, are linearly related by:

Q = T3 +
1

2
Y : (1.4)

Therefore, the global and local conservation of weak-isospin and hypercharge nat-

urally imply charge conservation, as required by QED. Once again, since the U(1)

symmetry is not violated, the photon still does not interact with itself, just as in

QED. Since U(1) is Abelian, none of the gauge bosons carry weak-hypercharge. As

SU(2) is non-Abelian, the weak vector boson �eldsW�
� and Z� do carry weak-isospin

and, therefore, electric charge. The three weak-isospin �elds have weak-isospin pro-

jections T3 = �1; 0+ 1 and hence, from Q = T3, there are two charged currents and

one neutral current.

TheW�
� and Z� �elds are identi�ed as the W� and Z0 bosons. The observation

of these vector bosons at the CERN pp Collider in 1983 provided an important test

of the SM [22, 23]. The weak mixing angle, �, often referred to as the Weinberg

angle, �W , determines the mixing between the third component of weak-isospin and

weak-hypercharge (or equivalently, the mixing of the weak and electromagnetic in-

teractions). The measured value, from many di�erent processes at the MZ pole, is

sin2 �W = 0:2312� 0:0003 [8]. As the W� and Z0 bosons carry weak-isospin, they

can interact directly. Measurements of these gauge couplings, though di�cult, are

very good tests of the SM.
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Generation
1 2 3 T T3 Y Q

Fermions

lepton-type
(spin 1/2)

 
�e
e

!
L

 
��
�

!
L

 
��
�

!
L

1=2
1=2

+1=2
�1=2

�1
�1

0
�1

eR �R �R 0 0 �2 �1

quark-type
(spin 1/2)

 
u
d

!
L

 
c
s

!
L

 
t
b

!
L

1=2
1=2

+1=2
�1=2

+1=3
+1=3

+2=3
�1=3

uR cR tR 0 0 +4=3 +2=3
dR sR bR 0 0 �2=3 �1=3

Bosons

(spin 1)

 0 0 0 0
Z0 1 0 0 0
W+ 1 +1 0 +1
W� 1 �1 0 �1

Higgs
(spin 0)

� =

 
�+

�0

!
1=2
1=2

+1=2
�1=2

+1
+1

+1
0

Table 1.3: The particle properties in the Standard Model for the electroweak in-
teraction. The quantum numbers of weak-isospin, T , and its projection, T3, weak-
hypercharge, Y , and the electric charge, Q, are given (Q = T3 +

1
2Y ). The right-

handed fermions (labelled by the index R) are weak-isospin singlets (T = 0), while
the left-handed fermions (labelled L) are weak-isospin doublets (T = 1=2). Massless
neutrinos appear only as left-handed particles and right-handed antiparticles. The
Z0 and photon have the same quantum numbers (T3 = Y = Q = 0) and can there-
fore mix. The gluons have T = Q = Y = 0 and therefore do not interact in the
electroweak interaction.
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The electroweak force is usually described as SU(2)L�U(1)Y . The subscript L in-

dicates that only the left{handed components of the fermion �elds interact via weak-

isospin (and conversely, the right{handed antifermion �elds). The weak-hypercharge

interaction does not distinguish between the fermion chirality (handedness). Con-

sequently, the fermions appear as left{handed doublets and right{handed singlets

(scalars) for the electroweak interaction. The fermion and boson states in the elec-

troweak theory are given in Table 1.3 along with their quantum numbers for Q, Y ,

T , and T3.

In the SM, where neutrinos are massless, there are no right{handed neutrinos.

The leptons do not change 
avor (i.e. generation) in the weak interaction. The

quarks, however, are observed to change generations in weak interactions. This im-

plies that the strong 
avor eigenstates are not the same as the weak eigenstates.

Note that the strong eigenstates are also the mass eigenstates. This mixing is pa-

rameterized in a 3�3 unitary matrix, Vij , which determines the superposition of the

strong 
avor eigenstates to form the weak-isospin eigenstates, d0i =
P

j Vij dj. Only

the down-type quarks (d, s, b) are mixed in the theory; the up-type quark weak

and strong eigenstates are �xed to be identical by a choice of phase. The unitary

transformation matrix, Vij , is known as the Cabibbo-Kobayashi-Maskawa (CKM)

matrix: 0BBBBB@
d0

s0

b0

1CCCCCA =

0BBBBB@
Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

1CCCCCA

0BBBBB@
d

s

b

1CCCCCA : (1.5)

This matrix can be reduced to three independent real parameters (angles) which de-

scribe the mixing, and one complex phase which, if non-zero, generates CP-violation.

Applying the unitarity of the CKM matrix to the 1st and 3rd columns implies

VudV
�
ub + VcdV

�
cb + VtdV

�
tb = 0: (1.6)

The unitarity triangle, shown in Figure 1.1, is a geometric representation of the above

expression in the complex plane and succinctly summarizes the information in the

CKM matrix. The area of the triangle represents the amount of CP violation.
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βγ
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Vub td* V

V*
cb12s

Figure 1.1: Unitarity triangle for the CKM matrix, assuming three generations.
s12 = sin �12 is the mixing between the �rst and second generations.

The diagonal entries in the CKMmatrix are close to unity; the o�-diagonal entries

are close to zero. The values are approximately [8]: Vud � Vcs � 0:97, Vtb � 1:0,

Vcd � Vus � 0:2, Vts � Vcb � 0:04, and Vtd � Vub � 10�3{10�2.

Since weak-isospin couples only to left-handed particles, this force violates parity

(P) and charge conjugation (C) symmetries maximally. Right-handed fermions (and

left-handed antifermions) have zero weak-isospin. Due to the vector { axial vector

(V {A) structure of the weak interaction, the combined CP symmetry is almost con-

served. So far, CP violation has been observed only in the decay of K0 and K
0

mesons. The SM predicts additional CP violation only in the decay of B0 and B
0

mesons. All CP violation seen so far in the kaon system can be explained due to the

phase in the mass matrix. Measuring CP asymmetries in the B system (where the

asymmetries are predicted to be large) will allow the unitarity triangle to be over{

constrained, determining if CP violation comes only from the mass matrix. This is

an active area of research in current collider physics programs.

The electroweak coupling constants are conventionally taken to be g for weak-

isospin and g0=2 for weak-hypercharge. In the SM, these can be related to the electron

electric charge by

g sin �W = g0 cos �W = jej : (1.7)

The weak interactions governed by the W� gauge bosons are termed charged

current interactions and those by the Z0 gauge boson, neutral current interactions.
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The neutral currents do not change 
avor at the tree level in the SM. These 
avor-

changing neutral currents (FCNC) are predicted however in higher-order loop dia-

grams in the SM or from other interactions in extensions to the SM. The very small

values measured for FCNC rates provide rigorous constraints on possible extensions

to the SM (see Section 1.5.5).

The relative strength of the charged to neutral current is measured by the �

parameter

� =

 
g2Z
M2

Z

!
/

 
g2

M2
W

!
=

M2
W

M2
Z cos

2 �W
(1.8)

In the SM, � = �0 � 1; therefore, MW =MZ = cos �W . Non-SM processes can

give rise to � 6= 1. These deviations from the SM prediction are measured via ��,

where � = �0 + ��. Experimental �ts to data give � = 1 within 0.1% [8], severely

constraining models that predict large �� deviations.

1.1.5 Electroweak Symmetry Breaking in the Standard Model |

The Higgs Mechanism

The major success of the electroweak theory is the mechanism for giving the particles

their masses. The theory, as explained above so far, only contains massless fermionic

and bosonic �elds. However, the observed fermions and the W� and Z0 bosons are

massive. Explicit mass terms are not gauge invariant and therefore cannot simply

be added to the Lagrangian density without violating the renormalizability of the

theory.

In the Higgs mechanism, a fundamental weak-isospin SU(2)L doublet of complex

scalar �elds (with weak-hypercharge Y = 1),

� =

0B@ �+

�0

1CA ; (1.9)

is added to the Lagrangian of the theory. The addition of these scalar �elds leaves the

Lagrangian gauge invariant. The most general renormalizable and SU(2)L� U(1)Y

invariant Lagrangian allowed involving only the gauge bosons and scalar �elds is
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given by [24]

L = �1
4
W i

��W
��i � 1

4
B��B

�� + (D��)
y(D��)� V (�); (1.10)

where W i
� are the three massless SU(2)L gauge bosons, B� the massless U(1)Y gauge

boson, and

W i
�� = @�W

i
� � @�W

i
� � g�ijkW j

�W
k
� ;

B�� = @�B� � @�B� ;

D� = @� +
1

2
ig� iW i

� +
1

2
ig0Y B�; (1.11)

and

V (�) = �2j�y�j+ �j�y�j2 : (1.12)

The theory therefore depends on the SU(2)L and U(1)Y gauge coupling constants

(g and g0) and the scalar mass and quartic coupling parameters (�2 and �) which

appear in the scalar potential V .

For a choice of � > 0 and �2 < 0, the state of minimum energy for the potential

V is not at zero, but at j�y�j = ��2=2� � v2. The scalar �eld therefore develops a

nonvanishing vacuum expectation value (VEV), which is degenerate. A single value

of the VEV can be chosen, which is essentially a choice of a preferred \direction" in

the Higgs-doublet phase space. The usual choice is

h�i = 1p
2

0B@ 0

v

1CA : (1.13)

The choice of this new ground state \spontaneously" breaks the SU(2)L � U(1)Y

symmetries, by a change of variables, to U(1)EM , while maintaining the renormaliz-

ability and unitarity of the theory. As the U(1) gauge symmetry remains unbroken

in this transformation, the associated gauge boson, the photon, remains massless.

However, three of the degrees of freedom of the scalar doublet (corresponding to

Goldstone bosons) are \eaten" or transformed into the longitudinal polarization

components of the weak-isospin triplet of bosons, giving the W� and Z bosons their

masses.
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The remaining degree of freedom corresponds to a massive weak-isospin singlet

neutral scalar particle, the Higgs boson, H0. It is a physical scalar which can be

produced and detected experimentally. The Higgs particle is the last remaining unde-

tected piece of the SM. Much of the e�ort at future high-energy particle experiments

will be in trying to observe this so far elusive particle.

The scalar potential, V , of Equation 1.12 initially has two free parameters, � and

�. We can trade these in for the VEV and the scalar Higgs mass via:

v2 = ��
2

2�
; M2

H0 = 2v2� : (1.14)

The muon decay rate, �(� ! ��e�e), determines v2 = (
p
2GF )

�1 = (246 GeV)2.

Thus, the only remaining unknown parameter is the Higgs mass. One of the most im-

portant properties of the Higgs boson is that the strength of its couplings to fermions

and gauge bosons is proportional to the corresponding known particle masses and

gauge couplings. As a result, the SM Higgs boson production and decay rates can

be computed unambiguously in terms of the Higgs boson mass.

The gauge invariant Yukawa couplings of the Higgs boson to \up-type" (u) and

\down-type" (d) fermions gives the quarks and charged leptons their masses and is

given by the Lagrangian

Lf = ��dQL�dR � �uQL�
cuR + hermitian conjugate (1.15)

where �c � i�2�� and QL � (uL; dL). No mass is generated for the neutrinos as

there are no right-handed neutrinos in the SM. Replacing � by its VEV in the above

generates the mass terms for the fermions, with Yukawa coupling strength

�f =
Mf

p
2

v
=

gMf

2MW
: (1.16)

The Higgs coupling to the W (Z) bosons is of strength g (g/cos�W ). The cou-

plings of the Higgs boson to the weak vector bosons and the fermions are shown in

Figure 1.2.

Therefore, the sole prediction of this model is the existence of a neutral scalar

particle, the Higgs boson, of unknown mass, but with �xed couplings to other par-

ticles. The most recent 95% con�dence level lower bound on the SM Higgs mass
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Figure 1.2: Yukawa couplings of the standard Higgs boson to weak vector bosons
and fermions. The coupling to weak vector bosons is multiplied by the metric tensor
g�� .

of MH0 > 90:0 GeV=c2, comes from the direct searches at the four LEP experi-

ments running at a center-of-mass energy of
p
s = 183 GeV=c2 with approximately

55 pb�1 of integrated luminosity collected for each experiment [15]. Loop e�ects in

electroweak radiative corrections give a limit of MH0 < 300 GeV=c2 at 95% con�-

dence level from precision electroweak measurements. This limit, however, depends

sensitively on which pieces of experimental data are included in the �t and assumes

the correctness of the minimal SM.

Other spontaneous symmetry breaking mechanisms have been posited, some of

which include extensions to the Higgs sector, others which invoke some strongly-

coupled weak sector at some high-energy regime � O(1 TeV). The SM Higgs mech-

anism is the simplest scheme known. The existence of the Higgs boson, or other

particles associated with symmetry breaking in the electroweak sector, are critical

to the renormalizability of the theory, and hence the validity of the Standard Model.

1.2 Extensions to the Standard Model

As discussed in the previous section, The Standard Model (SM) is a gauge theory

based on SU(3)C�SU(2)L�U(1)Y . This model has provided an extremely successful,

and so far, very robust description of electroweak and strong interaction phenom-

ena. The SM has been tested to remarkable accuracy and precision measurements
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have con�rmed its predictions to the level of radiative corrections. No deviations

have been found from predicted SM parameter values by more than two standard

deviations [25].

With the discovery of the top quark, the SM matter sector is essentially complete,

but there is the missing, elusive ingredient, the Higgs boson, which forms a crucial

part of the SM. Despite many active searches at particle accelerators, the Higgs

boson has not yet been observed and experiments in the energy regime available to

date cannot give us much insight into its mass or properties.

The SM however does not qualify as a \theory of everything". There is no method

to incorporate gravity which becomes important at energy scales approaching the

Planck scale (Mplanck = (8�GN)�1=2 � 2:4 � 1018 GeV=c2) and so the SM must

be considered an e�ective theory at energies below this scale. There are also 19

parameters in the SM, including the masses of all the fermions and Higgs boson,

which are not predicted and must be determined from experiment.

There are also problems in the Higgs sector itself. The introduction of a funda-

mental scalar �eld is ad hoc; the other �elds in the theory are spin-1 gauge �elds

and spin-1/2 fermion �elds. Furthermore, the model does not explain why the scalar

�eld acquires a vacuum expectation value, nor why it produces the curious pattern

of fermion masses and the CKM matrix. Thus the standard Higgs model accommo-

dates, but does not explain, those features of the electroweak theory for which it is

responsible [24].

Little is known about the mechanism which breaks the electroweak symmetry.

The fact that the relation � = M2
W =M2

Z cos
2 �W = 1 is nearly satis�ed suggests

that the symmetry-breaking sector possesses a global SU(2) symmetry, often called

a \custodial" symmetry [26]. Models that introduce large di�erences to this ratio

(measured by ��, where � = 1 + ��) at low-energy scales can be ruled out (see

Section 1.2.2).

Another problem is that self-coupling e�ects in the scalar Higgs �eld involving

higher-order fermionic loops are quadratically divergent. This self-coupling is shown

in Figure 1.3a where the coupling between the Higgs and fermions is given by �f .
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Figure 1.3: Loop corrections to the self-energy of the SM Higgs boson for
(a) fermionic loops and (b) sfermions loops from supersymmetric partners.

The corrections to the mass, employing some energy cuto� scale �cutoff , gives

M2
H0 =M2

H0(�cutoff)� ��2
cutoff ; (1.17)

where M2
H0 is de�ned in Equation 1.14. These corrections blow up as we go to

larger and larger energy scales, �cutoff . To explain M2
H0 � O(MW ) we need either

�cutoff <� 1 TeV, or extreme �ne tuning to all orders of perturbation theory to give

unnatural cancellation between terms such as M2
H0(�) and ��2. This is known as

the �ne-tuning problem.

The SM also su�ers from what is perceived as a hierarchy problem, where there

is no natural way to explain why the natural scale for the electroweak symmetry-

breaking is of order v = (
p
2GF )

�1=2 = 246 GeV, which is many orders below the

Planck scale energies.

Therefore, the SM cannot be a fundamental theory; at best it is a low-energy

approximation or e�ective �eld theory, to a more fundamental theory of particle

interactions, that must be applicable at about the electroweak scale (v = 246 GeV)

or by at least � <� 1 TeV. This was the strong motivation for building the Supercon-

ducting Supercollider, now unfortunately defunct, and the Large Hadron Collider

being constructed at CERN.

There are already some possible hints of an underlying structure unifying all

gauge interactions. At the energy scale of the mass of the Z0 boson (91 GeV),

there is a large discrepancy between the electromagnetic, electroweak and strong

coupling constants. Renormalization group equations (RGE) however predict the

evolution (\running") of these coupling constants and imply that all these couplings
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Figure 1.4: Running of the gauge coupling constants (shown as the inverse) up to
the GUT scale (� 1016 GeV) for the (a) SM and (b) MSSM. Figures are taken from
Reference [27].

might evolve to the same value at some Grand Uni�ed Theory (GUT) energy scale

(MGUT � 1016 GeV). The running of these couplings in the SM is shown in Fig-

ure 1.4a. The couplings do not quite meet at the GUT scale in the SM.

The calculations made for this running are strongly dependent on the accuracy

of data at low-energy scales but it already seems that very simple GUT scenarios

including SU(5) models can be ruled out [27].

One of the most attractive methods of extending the SM comes from supersym-

metric theories (SUSY). SUSY is a generalization of the Lorentz space-time symme-

tries of quantum �eld theory that posits a super�eld which automatically associates

a spin-1/2 �eld (fermion) with every spin-0 �eld (boson) and vice-versa. SUSY is

generally considered to be the leading candidate for extending the SM. It naturally

solves some of the problems mentioned above, albeit by introducing many new de-

grees of freedom. If SUSY is formulated as a local symmetry, then a spin-2 (graviton)

�eld must be introduced, thereby leading automatically to supergravity (SUGRA)

models in which gravity is uni�ed with the other interactions. In the appropriate

limit, SUGRA can be reduced to general relativity. Another motivation is that SUSY

is a natural consequence of superstring theories.

The introduction of so many new parameters into the theory via the super�eld
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makes it extremely di�cult to derive general results and constraints for both theory

and experiment. A few more simpli�ed scenarios are usually used to compare ex-

perimental results and to provide a coherent framework for predictions. There is an

enormous amount of development and discussion about SUSY and SUSY-inspired

models, for which it would be impossible to do justice here. Rather, I will sketch out

a little of the phenomenology of the minimal supersymmetric model (MSSM) below

and will discuss general extensions to the SM in the Higgs sector in Section 1.2.2

in somewhat more detail, and relate these extensions to the MSSM. The reader is

referred to some excellent review articles and lectures by, among others, H. Haber

and S. Dawson [8, 27, 28], J. Gunion [29, 30], M. Dine [31], S. Martin [32] and M.

Carena [33].

1.2.1 The Minimal Supersymmetric Standard Model

The minimal supersymmetric extension of the Standard Model (MSSM) consists of

adding a supersymmetric partner (sparticle) for every particle of the SM, of equal

mass and coupling strengths. In addition to the sparticles, the MSSM contains

two weak-hypercharge (Y = �1) Higgs doublets, H0
1;2. This is the minimal Higgs

structure needed for an anomaly-free SUSY extension of the SM. As in the SM, the

doublets generate mass for both the up-type and down-type quarks and the charged

leptons. The Higgs spectrum then comprises two CP-even Higgs bosons (h0; H0), a

CP-odd Higgs boson (A0), and a charged Higgs pair (H�). This will be discussed

in detail in the next section.

The particles and corresponding sparticle mass eigenstates are listed below.

particles : [u; d; c; s; t; b]L;R [e; �; � ]L;R [�e;�;� ]L g W�; H�| {z } 
; Z0; H0; h0; A0| {z }
sparticles : [~u; ~d; ~c; ~s; ~t;~b]L;R [~e; ~�; ~� ]L;R [~�e;�;� ]L ~g e��1;2 e�01;2;3;4

The fermionic-superpartners normally have an \s" prepended to the SM particle

name to indicate the spin-0 scalar nature (i.e. sfermions, squarks, sneutrinos, etc).

The bosonic-superpartners have the su�x \-ino" attached (e.g. photino, gluino,

gaugino, wino, Higgsino etc.). The left- and right-handed fermions have separate
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scalar partners, which, in general, can have di�erent masses and can mix with one

another (e.g. ~tL and ~tR could mix). The partners of the charged vector and scalar

bosons are the spin-1/2 charginos denoted by e��i , and for the neutral bosons, the

neutralinos, denoted by e�0i .
In the MSSM, another symmetry is added called R-parity (or \matter" parity)

which eliminates boson (B) and lepton (L) number violating terms. The R-parity

of a particle of spin S is given by

PR = (�1)3(B�L)+2S : (1.18)

All SM particles and Higgs bosons have even R-parity (PR = +1) while all the

squarks, sleptons, gauginos and higgsinos have odd R-parity (PR = �1). The con-
sequence of R-parity conservation is that any physical process must always involve

an even number of sparticles. Sparticles must be produced in pairs, and in most

formulations of SUSY, there is a lightest neutral SUSY particle (termed the LSP),

normally the e�01, that is stable1 and to which all sparticles eventually decay via

cascade decays.

The sfermion contributions in the radiative corrections to the SM Higgs mass,

shown in Figure 1.3b, would lead to exact cancellations of the SM quadratic diver-

gencies discussed in Equation 1.17, if SUSY was an exact symmetry. However, we

know that supersymmetry must be a broken symmetry in nature as no superpartners

have ever been observed at the mass scales of the SM particles. Therefore,

�M2 �M2
~f
�M2

f 6= 0 (1.19)

and therefore the radiative corrections to the Higgs mass give

M2
H0 =M2

H0(�) + ��M2 ln(�=v) : (1.20)

For �M2 � v2 = (246 GeV)2 we have a natural solution to the hierarchy problem.

Supersymmetry theories also imply accurate gauge coupling uni�cation atMGUT ,

as shown in Figure 1.4b. This assumes no other particles or interactions occur in the

1at least on the time scale of collider physics processes.
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mass range betweenMSUSY � 1 TeV andMGUT � 1016 GeV (the desert hypothesis)

and that the sparticles have masses <� 1{10 TeV. Uni�cation also only occurs if

there are exactly two Higgs doublets (and possibly additional singlets).

As mentioned above, we know that SUSY is a broken symmetry in the every-

day world as we do not see any sparticles at the current energy regime of collider

physics. Supersymmetry breaking in the MSSM is accomplished by introducing the

most general renormalizable terms in the e�ective MSSM Lagrangian which break

supersymmetry explicitly. Supersymmetry is called softly broken when these extra

SUSY-breaking couplings are of positive mass dimension; this maintains the hierar-

chy between the electroweak and Planck scales. If SUSY is relevant for explaining

the scale of electroweak interactions, then the mass parameters introduced by the

soft SUSY-breaking terms should be in the TeV range or below. In models of spon-

taneously broken supergravity, the gravitino, the spin-3/2 partner of the graviton,

acquires mass, but is weakly interacting and forms the LSP.

Most SUSY-breaking schemes involve a hidden sector where the SUSY breaking

occurs at some large energy scale (typically MGUT to Mplanck) which is decoupled

from the low-energy visible sector of the particles of the MSSM. The SUSY-breaking

is transmitted to the visible sector by some mechanism, usually via the exchange of

gravitons in gravity-mediated SUSY-breaking (SUGRA) or via gauge forces in gauge-

mediated SUSY-breaking (GMSB). Much of the focus of current theoretical work is

on the exact mechanism for supersymmetry breaking.

The SUSY-breaking terms, in addition to those from the SUSY-conserving sector

of the MSSM, introduce many new parameters. In addition to the parameters of the

SM, there are 105 new independent parameters in the most general MSSM model.

There are strong theoretical and phenomenological constraints on some of this pa-

rameter space, however, especially as these models predict large lepton-number viola-

tions, CP-violations and FCNC's in general, which are not observed in experiments.

There are again a number of schemes available to constrain these parameters, the

most developed of which are minimal supergravity (mSUGRA), GMSB and Super-

symmetric Grand Uni�ed Theories (SGUT).
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Minimal supergravity reduces the parameter space by requiring related param-

eters to be equal at the uni�cation scale (MGUT ). Thus the gaugino masses are

equal with value m1=2, and the slepton, squark and Higgs masses depend on a com-

mon scalar mass parameter, m0. There are three other parameters in this model,

in addition to the 19 from the SM: A0 which governs the Higgs-sparticle trilinear

couplings in the superpotential, tan� the ratio of the VEV's for the two Higgs dou-

blets (see the next section) and �0, the supersymmetric Higgsino-mass parameter.

Details on these parameters can be found in the references mentioned above. It is

much easier relating experimental results in searches for SUSY to this reduced pa-

rameter set, but caution is needed in interpretations as evolving these results up to

the SUSY-breaking scale is very model dependent.

The minimal gauge-mediated SUSY-breaking approach posits one e�ective mass

scale of O(100 TeV) that determines all the low-energy scalar and gaugino mass

parameters through loop e�ects. There is no complete, simple and compelling model

for the minimal GMSB yet.

Supersymmetric grand uni�ed theories (SGUT) use the constraints imposed by

gauge-coupling uni�cation and add uni�cation of the Higgs-fermion Yukawa cou-

plings, and gaugino-mass parameters. As these are related at a very high energy

scale, detailed knowledge of the SUSY particle spectrum is needed to make progress.

In evolving the MSSM parameters down from the high-energy scale using the

renormalization group equations, typically one of the diagonal Higgs-squared-mass

parameters is driven negative by the large top-quark Yukawa contribution. Thus,

electroweak symmetry breaking is generated radiatively, and the resulting elec-

troweak symmetry-breaking scale is intimately tied to the scale of low-energy super-

symmetry breaking. This is very dependent on the high-energy scale assumptions

and the communication mechanism to the low-energy scale.

The particle spectrum predictions for the MSSM are fairly robust but the very

uncertain state of knowledge of the supersymmetry-breakingmechanism implies that

there is a great deal of uncertainty as to the exact mass scale at which we should

see the new sparticles and as to the new experimental signatures that will appear
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when sparticles are produced. The search for SUSY promises to be an exciting �eld

of experimental and theoretical work for the next century.

1.2.2 The Extended Higgs Sector

The simplest extension to the Standard Model is the addition of extra Higgs doublets

and/or singlets. These are the most attractive since these models automatically pre-

serve the custodial SU(2) symmetry tree-level prediction of � �M2
W =M2

Z cos
2 �W = 1

(see Section 1.1.4). There has been extensive discussion and development of these

models, the primary reference being the Higgs Hunter's Guide [34]. More recent

developments can be found in References [35, 36, 37, 38].

The general non-supersymmetric two-Higgs doublet extension (2HDM) of the

SM posits two complex SU(2)L doublet scalar �elds, denoted by �1 and �2 with

weak-hypercharge Y = �1:

h�1i =
0B@ �0�1

���1

1CA ; h�2i =
0B@ �+2

�02

1CA (1.21)

where � denotes complex conjugation. The most general gauge-invariant scalar po-

tential built from these �elds which spontaneously breaks SU(2)L � U(1)Y down to

U(1)EM (i.e. is consistent with the electroweak sector of the SM) is given by

V (�1;�2) = �1(�1
y�1 � v1

2)2 + �2(�2
y�2 � v2

2)2

+ �3
h
(�1

y�1 � v1
2) + (�2

y�2 � v2
2))
i2

+ �4
h
(�1

y�1)(�2
y�2)� (�1

y�2)(�2
y�1)

i
+ �5

h
Re(�1

y�2)� v1v2
i2
+ �6

h
Im(�1

y�2)
i2

(1.22)

where the �i are all real parameters due to hermiticity. This potential is the most

general one subject to gauge invariance and a discrete symmetry �1 ! ��1 which

would only be softly violated by dimension-two terms (�y�), which are absent in

the above. This discrete symmetry ensures that 
avor-changing neutral currents

(FCNC) do not appear at the tree-level in Higgs-mediated processes.

The potential, V , is also CP-invariant. A CP-violating Higgs sector is possible

with two SU(2) doublets and would be introduced into the theory by allowing a
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relative phase di�erence (ei�) between the two doublets �1 and �2 [39]. This does not

occur in supersymmetric theories however and is beyond the scope of this discussion.

The above potential guarantees the correct pattern of electroweak symmetry

breaking over a large range of the parameters, �i. For a choice of �i that maintains

V (0; 0) > 0 and yields positive-squared masses for the physical Higgs bosons, the

potential is minimized by the vacuum expectation values (VEV's) of the Higgs �elds

h�1i = 1p
2

0B@ 0

v1

1CA ; h�2i = 1p
2

0B@ 0

v2

1CA (1.23)

which breaks the SU(2)L � U(1)Y down to U(1)EM as desired. The vi can be chosen

to be real. The VEV's are related to v in the minimal SM Higgs scenario by (cf.

Equation 1.14):

v2 � v1
2 + v2

2 =
4M2

W

g2
= (246 GeV)2 : (1.24)

A convenient notation is introduced:

tan� = v2=v1 : (1.25)

This parameter, tan�, the ratio of the VEV's of the two Higgs doublets, plays a key

role in describing models with extra Higgs doublets.

After shifting the neutral scalar �elds by their VEV's, we can diagonalize the

mass matrices to give �ve physical Higgs boson states. Originally, there are eight

scalar degrees of freedom in the Higgs sector from two doublets with two complex

components each. In diagonalizing the masses there are three Goldstone bosons, G�

and G0, which get \eaten" or absorbed as the longitudinal components of the W�

and Z0 bosons of the SM.

Due to the CP-invariance of the potential, V , the imaginary and real parts of

the neutral scalar �elds decouple. The real (CP-even) sector contains two physical

Higgs scalars which mix through the mass-squared matrix

M =

0B@ 4v1
2(�1 + �3) + v2

2�5 (4�3 + �5)v1v2

(4�3 + �5)v1v2 4v2
2(�2 + �3) + v1

2�5

1CA (1.26)
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The physical mass eigenstates are given by0B@ H0
1

H0
2

1CA =
p
2

0B@ cos� sin�

� sin� cos�

1CA
0B@ Re�1

0� � v1

Re�2
0 � v2

1CA (1.27)

Typically, the two neutral CP-even mass eigenstates (H0
1 and H0

2) are labelled h0

and H0, with the convention chosen such that MH0 � Mh0 . The masses are given

by

M2
H0;h0 =

1

2

�
M11 +M22 �

q
(M11 �M22)2 + 4M2

12

�
(1.28)

where the mixing angle, �, is obtained from

sin 2� =
2M12q

(M11 �M22)2 + 4M2
12

cos 2� =
M11 �M22q

(M11 �M22)2 + 4M2
12

(1.29)

The neutral CP-odd mass eigenstate, labelled A0, is obtained from the imaginary

part

A0 =
p
2(�Im�1

0� sin � + Im�2
0 cos �) (1.30)

with massM2
A0 = �6(v1

2 + v2
2).

There are also two physical charged Higgs states

H� = ��1� sin� + �2
� cos� (1.31)

with massMH� = �4(v1
2 + v2

2).

To summarize, this model possesses �ve physical Higgs bosons: two neutral CP-

even scalars (H0 and h0 where MH0 � Mh0), a neutral CP-odd scalar (A0) and

a pair of charged scalars (H�). A0 is sometimes called a pseudoscalar due to the

way it couples to the fermions in supersymmetric theories. Instead of the one free

parameter of the SM Higgs sector (the Higgs mass) we now have six free parameters:

four Higgs masses, the ratio of the VEV's (tan�), and a Higgs-mixing angle (�).

Note that v is �xed by Equation 1.24.

In the most general 2HDM, the masses and angles are independent parameters.

In the MSSM, however, further restrictions reduce these to two free parameters,
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normally taken to be MA0 and tan�. The other Higgs masses can be derived at

tree-level from

M2
H� =M2

A0 +M2
W ; (1.32)

M2
H0;h0 =

1

2

�
M2

A0 +M2
Z �

q
(M2

A0 +M2
Z)

2 � 4M2
ZM

2
A0 cos2 2�

�
; (1.33)

and the mixing angle � can be derived from

tan2� = tan2�

 
M2

A0 +M2
Z

M2
A0 �M2

Z

!
: (1.34)

The phenomenology of the 2HDM depends in detail on the various couplings of

the Higgs bosons to each other, to the vector gauge bosons, and to the fermions. As

in the SM, the coupling to the Higgs bosons gives the fermions and vector bosons

their masses. A necessary and su�cient condition for the elimination of tree-level

FCNC's is that each quark of a given charge must receive its mass from at most one

Higgs �eld. Further constraints on the 2HDM Higgs masses arise from requiring that

the Higgs sector higher-order contributions to �� be small. This implies a limited

mass splitting between any two Higgs bosons that couple signi�cantly to either the

Z or W bosons.

There are four distinct models possible in the general 2HDM, depending on the

pattern of Yukawa couplings of the Higgs doublets to the fermions. Models of type I

have all the fermions couple only to one doublet, usually chosen to be �2; �1 then

decouples entirely from the fermion sector. Models of type II have the pattern of

couplings found in supersymmetry where up-type quarks couple to �2 and the down-

type quarks and charged leptons couple to �1. Both models of types I and II satisfy

the Glashow-Weinberg theorem [40] which states that tree-level FCNC's mediated

by Higgs bosons will be absent if all fermions of a given electric charge couple to

no more than one Higgs doublet. Models of types III and IV violate this theorem.

Models of type III are similar to those of type II but have the charged leptons couple

to �2 instead of �1. Models of type IV has the quarks couple to �2 and the charged

leptons couple to �1. Types III and IV couplings lead to tree-level FCNC's. There

are severe constraints on such FCNC models from low-energy experiments involving

K0-K
0
and B0-B

0
mixing and KL ! �+�� (see Section 1.4). There is therefore
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little theoretical justi�cation for these types of models, and they are ignored in most

discussions, as we shall do here.

The Lagrangian density for the charged Higgs coupling to the fermion sector,

assuming massless neutrinos, is:

L =
g

2
p
2MW

H�
h
VijMuiAu�ui(1� 
5)djL + VijMdjAd�ui(1 + 
5)djR

+ M`A`��i(1 + 
5)`R] + h: c: (1.35)

where Vij are the usual CKM matrix elements,Mx is the mass of particle x, and 
5

indicates a pseudoscalar coupling. The couplings are given by:

type I: Au = cot � and Ad = A` = � cot�

type II: Au = cot � and Ad = A` = tan �

As the type II couplings are the ones found in the MSSM, we will concentrate mainly

on these for the remainder of the discussion. Since the type I couplings only have

one Higgs doublet coupling to the fermion sector, most of the results for the fermions

derived below with the type II couplings apply to the type I couplings by setting

tan� = 1. Results for the other couplings can be found in the literature [34].

The Higgs couplings to the vector bosons follow from gauge invariance and are

thus independent of the couplings to fermions. The couplings of the neutral Higgs

bosons (� = h0; H0; A0) to the up (u) and down-type (d) fermion pairs and the vector

bosons (V = W�; Z0) are given below relative to the SM couplings gf � gMf=2MW

and gV � gMW or gMZ= cos �W for V = W or Z, respectively

� g�u�u=gf g�d �d=gf g�V V =gV g�ZA0=gV

h0
cos�

sin�
� sin�

cos�
sin(� � �) 1

2 cos(� � �)

H0 sin�

sin�
�cos�
cos�

cos(� � �) 1
2 sin(� � �)

A0 
5 cot� 
5 tan � 0 0

From the above, all the neutral Higgs boson{vector boson couplings cannot vanish

simultaneously, hence the Higgs sector cannot be completely decoupled from the

electroweak sector.



33

There are no tree-level couplings of A0 or H� to vector boson pairs V V , where

V = any ofW;Z; 
. Therefore the decays of the charged Higgs bosons are dominated

by the couplings to the heaviest fermions of the third generation. The charged Higgs

boson Yukawa coupling to fermion pairs (with all particles pointing into the vertex)

is given by

gH�t�b =
g

2
p
2MW

[Mt cot� (1 + 
5) +Mb tan� (1� 
5)] (1.36)

As mentioned above, the h0, H0 and A0 couplings to fermions depend on tan�

and are either enhanced or suppressed relative to the couplings in the SM. In the

MSSM, the Higgs masses and couplings depend on additional parameters of the su-

persymmetric model that enter via virtual loops. The impact of these corrections can

be signi�cant. Including these corrections, and assuming that the sparticle masses

are <� 1 TeV, the upper bound on the lightest neutral Higgs bosons is Mh0 <� 125{

130 GeV=c2. This limit does not in general apply to non-minimal supersymmetric

extensions. If additional Higgs singlet and/or triplet �elds are introduced, then new

Higgs self-coupling parameters appear, which are not signi�cantly constrained by

present data. However, under the assumption that all couplings stay perturbative

up to the Planck scale, one �nds in almost all cases that Mh0 <� 150 GeV=c2, inde-

pendent of the details of the low-energy supersymmetric model [30].

Experiments at LEP are able to exclude ranges of masses for neutral Higgs parti-

cle production in these SUSY models. The current experimental lower limits on the

lightest MSSM neutral Higgs are about 80 GeV=c2 at tan� = 1 for neutral Higgs

bosons that decay to fermion pairs [15, 41].

The radiative corrections to the charged Higgs mass are typically small in the

MSSM [30]. A discussion of the current constraints on the charged Higgs mass and

the tan � parameter is deferred until Section 1.4.

The SM top quark decay t! W+b is discussed in the next section. If the charged

Higgs boson exists with MH� < Mt � Mb, then it is possible for the top quark

to decay via the channel t! H+b. The branching fractions for these competing

decay modes depend on the masses of the particles involved and on tan�. Similarly,
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the subsequent decay of this relatively light charged Higgs boson proceeds mostly

through two competing channels: H+ ! �+� or H+ ! cs. A third decay channel

via a virtual top quark, H+ ! t�b ! W+bb, becomes signi�cant for tan� < 1 and

MH� close to Mt. The other decay modes to the lighter quarks are insigni�cant.

The calculation of the partial widths and branching fractions for top quark de-

cays via W� and MH� bosons and the subsequent decay widths of the charged

Higgs boson to ��� or cs in the 2HDM with MSSM couplings (type II) is shown

in Appendix A. The branching fractions B(t! H+b) (from Equation A.9) and

B(H+ ! �+�) (from Equation A.10) are plotted in Figure 1.5 as functions of tan�

for various charged Higgs masses and a top quark mass of 175 GeV=c2. In the type I

2HDM, the branching ratio of H+ ! �+� is about 30% independent of tan � and

corresponding to the value at tan� = 1 in the �gure. Leading logarithmic QCD

corrections are included by using the renormalized masses for the quarks. The full

MSSM electroweak and SUSY-QCD corrections, not shown here, would be moderate

( <� 10%) in most cases [42].

In the region tan� >� 10, the top quark decays to charged Higgs start to compete

with the SM t ! W+b mode. In this region, the Higgs decays predominantly in the

��� channel. This is the channel we search for, using the subsequent tau decay to

hadronic by-products. The search topology and strategy are discussed in greater

detail in Chapter 3. The region of low tan� ( <� 1) has also been examined at

CDF, using the standard top quark decays in the various leptonic decay channels

(discussed in Section 1.3.3) and looking for distortions and depletions in the relative

decay rates [43, 2].

1.3 The Top Quark

1.3.1 Evidence for the Top Quark

There were many indications of the top quark's existence before its discovery at the

Tevatron in 1995, not to mention excitement over a slight excess in events at CERN

in 1984 [44] which dissipated with higher statistics and a better understanding of



35

0

0.2

0.4

0.6

0.8

1

10
-1

1 10 10
2

10
3

Mtop=175 GeV/c2
MH=100 GeV/c2

H → τν

t → Hb

tanβ 

B
ra

nc
hi

ng
 F

ra
ct

io
n

Figure 1.5: Branching fractions for t! H+b and H+ ! �+� in a type II 2HDM with
Mt= 175 GeV=c2 and MH�= 100 GeV=c2. The analysis in this thesis concentrates
on the tan � > 10 region.

the background processes!

The discovery of the bottom quark in 1977 (through the production of the � (bb)

meson [45]) at Fermilab and the subsequent detailed measurement of its properties

at e+e� colliders (LEP and SLAC) and at the � threshold by the CLEO experiment

at CESR indicated that it was a member of a weak-isospin doublet in analogy to the

other two quark families. This requires a weak-isospin partner | the top quark.

The establishment that the b-quark is not a weak-isospin singlet but is a mem-

ber of a doublet came from several di�erent theoretical arguments and experimental

observations, a few of which are mentioned below. The reader is referred to Ref-

erence [46], a Review of Modern Physics article written by two CDF collaborators,

which contains extensive discussion and details of the history leading up to and in-

cluding the top quark discovery. Another earlier good review article is Reference [47].

� To have a renormalizable gauge theory of the weak interactions, anomalies aris-

ing from triangle diagrams (in which three external gauge bosons are attached

to triangular fermion loops) must cancel for every fermion contribution. This

requires �fT
f
3Q

2
f = 0, where the sum is over all fermions in a given generation,

taking the three color states for each quark into account. This in turn implies

�fQf = 0. Given the existence of the b-quark and the � lepton, a charge +2=3,
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weak-isospin T3 = +1=2 top quark is required to complete the third generation.

� The branching ratio to lepton pairs, B(b ! `+`�X), for a left-handed singlet

b-quark would be a factor of approximately 104 greater than for a doublet,

due to FCNC decays [48]. These FCNC decays are suppressed by the GIM2

mechanism [49] if each family has the same singlet/doublet isospin structure.

CLEO has measured this branching fraction to be less than 1:2� 10�3 at 90%

con�dence level [50], which is at least 10 times too small to be consistent with

a singlet left-handed b quark.

� The forward{backward asymmetry (AFB) in b-quark production at e+e� col-

liders would be zero if the b-quark were a singlet instead of the measured value

which is within 10% of the expected SM asymmetry prediction of 0.0997 [51].

� The measured width of the decay of Z0 bosons to pairs of b-quarks, �(Z0 ! bb)

(see Section 1.5.3), is consistent only with a weak-isospin T3 = �1=2 quark [52].

� Finally, the observed rate of B0{B
0
meson mixing, which arise from second-

order weak interactions (so called box diagrams | see Section 1.5.4), includes

a signi�cant contribution from the exchange of massive virtual top quarks,

necessitating the top quark's existence [53].

The mass of the top quark is not determined in the SM but is a free param-

eter, like the other fermion masses, and must be measured. Precision electroweak

measurements give an indirect measure of the top mass from the contributions from

leading order one-loop correction diagrams to the boson masses, MZ and MW . A

�t to the electroweak measurements made at LEP from 1989{93 data favored a top

quark of Mt = 177� 11+18�19 GeV=c
2 [54]. The second error re
ects the uncertainty

in the SM Higgs mass; a range of 60{1000 GeV is used in the calculation.

Direct evidence for top quark production from pp collisions at
p
s = 1:8 TeV

2The GIM mechanism requires that all the right-handed and left-handed quarks in di�erent
generations having the same electric charge to also have the same weak-isospin.
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was �rst seen at CDF in 1994 [55] in the Run 1A data (using 19.3 pb�1 of inte-

grated luminosity) with the �rm discovery published by both CDF and D� in April

1995 [13, 14]. The discoveries used combined data sets from Run 1A and part of

Run 1B: 67 pb�1 of integrated luminosity for CDF and 50 pb�1 for D�. The dis-

covery channels were the dilepton and lepton + jets modes, which are described in

Section 1.3.3. Each experiment had roughly a 5� excess of tt candidate events over

the background. Both experiments also reconstructed peaks in the mass distribution

corresponding to the top quark mass. The current status of the production cross

section and mass measurements is discussed in Section 1.3.4.

1.3.2 Top Quark Production

At the Tevatron's Run 1 pp center-of-mass energy of
p
s = 1:8 TeV, top quarks

are dominantly produced in pairs from pure QCD processes: qq ! tt and gg ! tt.

The quark annihilation process dominates at the Tevatron energies. To produce the

heavy top quark pair, the initial partons must carry a large fraction of the total

momentum of the proton and antiproton. Since the gluons typically carry only a

small fraction of the total momentum, the gluon fusion process is suppressed. The

theoretical predictions for the cross sections through these channels is approximately

5 pb atMt = 175GeV=c2, with a dominant 90% contribution from the qq annihilation

process.

Single top production mechanisms such as qq0 ! W � ! tb and qg! q0tb (viaW{

gluon fusion | see Reference [46]) have about a 2.5 pb production cross section [56].

Figure 1.6 shows the lowest order Feynman diagram for Drell-Yan production of

a single top quark. Due to the reduced cross sections for these processes and the

low experimental acceptance in the �nal charged Higgs kinematic and topological

selection (see Chapter 3), single top production processes are not considered further

in this thesis.

The leading order Feynman diagrams for the pp! tt+X processes are shown in

Figure 1.7. Other processes, for example gluon-quark scattering, can contribute at

higher order. The relative importance of the quark and gluon diagrams depends on
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Figure 1.6: Lowest order Feynman diagram for Drell-Yan production of t�b, p�p !
W ! t�b.

the top quark mass,Mt. Understanding and correctly modelling the gluon radiation

in tt events is crucial for a precise determination of the top mass.

Due to the large top quark mass, large momentum transfer (q) interactions are

required at the Tevatron energies to produce top quark pairs, where q2 � �2
QCD.

Hence the cross section for top quark pair production can be calculated in pertur-

bative QCD. The total inclusive cross section for heavy quark production can be

written as a product of the parton distribution functions (PDF) inside the proton

(and antiproton) and the parton-parton point cross section [57] :

�(p�p! t�t) =
X
i;j

Z
dxiFi(xi; �

2)
Z
dxjFj(xj ; �

2)�̂ij(ŝ; �
2;Mt): (1.37)

The sum is over the individual contributions from the parton components (quarks,

antiquarks, and gluons) of the proton (i) and antiproton (j), respectively. Fi (Fj) is

the PDF evaluated at a momentum scale �, for a parton with a momentum fraction

xi (xj) of the incoming proton (antiproton) momentum, P (�P ), in the center-of-

mass frame. The integrations are over the two parton momentum fractions, xi and

xj .

The function �̂ij is the total short distance cross section for the process i+j ! tt.

It is calculated from the Feynman diagrams representing the production of the top

quark pairs (Figure 1.7 shows the lowest order diagrams). The square of the center-

of-mass energy in the i-j parton system ŝ is related to the pp center-of-mass energy,

s, by ŝ = 4xixjP 2 = xixjs.

The cross section for the q�q ! t�t subprocess, which dominates at high top mass,
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Figure 1.7: Lowest order Feynman diagrams (leading order in �2s) for production of
t�t pairs in p�p collisions. The �rst diagram represents the qq annihilation mechanism
and the remaining are gluon{gluon (gg) fusion.

is given at lowest order by (see for example Reference [58]) :

�̂qq =
8��2s
27ŝ

s
1� 4M2

t

ŝ

 
1 +

2M2
t

ŝ

!
(1.38)

At threshold, where ŝ � 4Mt
2, the cross section from gg processes actually dominates

the qq processes by about a factor of 3. However, the tt cross section also depends

on the parton luminosities or, equivalently, the parton structure functions, Fi. The

quark-quark luminosity dominates the gluon-gluon luminosity forMt >� 100 GeV=c2,

at the high x needed for top production. After folding in the relative e�ects of these

parton luminosities the relative contribution from qq to gg processes to the total tt

cross section is about 5 to 1 for a top mass in the region of 175 GeV=c2.

In most calculations, the factorization scale is chosen to be the same as the

renormalization scale, �. This is normally taken to be of order the top mass, Mt.

The sensitivity of the perturbative calculations to reasonable variations in � is used

as an estimate of the accuracy of the prediction for the total cross section. Fi and

Fj are extracted from parameterizations of �ts to experimental results, mostly from
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deep inelastic scattering.

In addition to the uncertainty in the renormalization scale, there is the uncer-

tainty due to the limited knowledge of the input parton distribution functions, Fi,

and the assumed value of the QCD parameter �QCD. The �QCD{dependence arises

from the fact that the assumed value of �QCD a�ects the �2 evolution of both

the strong coupling, �s, and the quark and gluon distributions. It is particularly

important in the extraction of the gluon distribution functions from deep inelastic

scattering data. The total theoretical uncertainty on the t�t production cross section

at
p
s = 1.8 TeV is estimated to be of order 20% with about equal contributions

from the scale and parton distribution uncertainties.

Full next-to-leading order (NLO) (i.e. of O(�3s)) cross section calculations of

�̂ have been made [58, 59] and the total �(pp ! tt) has then been calculated by

convoluting this partonic cross section with parameterizations of the parton distri-

bution functions [60, 61]. Re�nements have been made by including corrections due

to initial-state gluon bremsstrahlung, which are large near the t�t threshold [62, 63].

These corrections are resummed to all orders in perturbative QCD. This procedure

introduces a new infrared cuto� scale �0 � �QCD where the calculation is termi-

nated to avoid the dominant nonperturbative e�ects as �0 ! 0. The corrections

from gluon bremsstrahlung are positive at all orders of the perturbative calculation.

Therefore, the lower limit on the tt cross section is estimated by the sum of the full

O(�3s) prediction and the O(�4s) soft gluon correction, using the conservative value

of �QCD = 105 MeV. The best estimate of the cross section includes the full e�ects

of gluon resummation. The dominant source of uncertainty is in the choice of �0.

A more recent calculation, also including the perturbative resummation of gluon

radiative corrections, has been performed using the Principal Value Resummation

(PVR) techniques [64, 65]. This method is independent of the arbitrary infrared

cuto� �0. The e�ects of the gluon resummation have been shown to contribute less

than previously thought [66].

Table 1.4 summarizes the results of the various recent calculations of the p�p! t�t

cross section at the Tevatron energies for a top mass of 175 GeV=c2, which are in
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Calculation �(pp! t�t) (pb)

Ellis 1991 [61] 4:20+0:28�0:54

Laenen et al. 1994 [63] 4:94+0:71�0:45

Berger and Contopanagos, 1995 [64] 5:52+0:07�0:45

Catani et al., 1996 [65] 4:75+0:63�0:68

Table 1.4: Summary of the most recent calculations of the p�p! t�t total cross sections
at
p
s = 1:8 TeV for Mt = 175 GeV=c2.

the range 4{6 pb. The calculations are also shown in Figure 1.8 which shows the tt

production cross section predictions as a function of the top mass, along with the

measured values from CDF and D� (see Section 1.3.4).

Note that the total inelastic cross section for pp collisions at
p
s = 1:8 TeV is

about 50 mb which is approximately ten orders of magnitude higher than the tt

production cross section. Obviously detecting top quarks against this background is

a formidable challenge and both excellent background rejection and high luminosities

are critical.

1.3.3 Standard Model Top Quark Decay

As discussed in the section on QCD (Section 1.1.3), quarks are not observed as free

particles but are con�ned to form hadronic bound states. The top quark however

is unique in that its mass is high enough that it can decay before hadronization.

In the Standard Model, a top quark decays via the charged weak current into a

real W boson and a b quark (t! W+b). The W boson is real due to the large top

mass. Decay modes such as t ! W+s and t ! W+d are also allowed in the SM,

but their rates are suppressed relative to the t! W+b decay mode by factors of

jVtsj2=jVtbj2 � 10�3 and jVtdj2=jVtbj2 � 5 x 10�4 respectively, where Vij denote the

CKM mixing-matrix elements (see Section 1.1.4) [8]. Therefore, the SM top decays

to Wb with a branching fraction very close to unity.

The two-body partial decay width for the top quark, �(t! W+b), is given in
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Equation A.1. Taking jVtbj = 1, and assuming Mt; MW � Mb, the width becomes :

�(t! W+b) � 175 MeV

�
Mt

MW

�3
: (1.39)

For a top mass of 175 GeV=c2, �(t! W+b) � 1:55 GeV. The corresponding lifetime

is � = (1=�) � 4� 10�25 sec. This very short decay time means that the top quark

is expected to decay before top-
avored hadrons or tt quarkonium bound states can

form. Hadronization, which is a non-perturbative process, is characterized by the

typical hadronic time scale of O(1 fm=c) � O(��1QCD) � O(10�23 sec) [68], i.e. about
ten times longer than the time scale for the top decay. The exceedingly short top-

quark lifetime is due to the very large top mass, especially in the large mass-splitting

between Mt and Mb, and to the lack of any CKM suppression in the main decay

mode. If QCD radiative corrections are included, the partial width as determined

by Equation A.1 is reduced by only about 10% [69].

Because of the short decay time, the top decays essentially as a free quark and
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hence will \remember" its original spin-1/2 state; its spin will be manifest in the

angular distribution of its decay products [70]. This is in contrast to the expected

isotropic angular distribution of the b quark decay products as a result of b quark

fragmentation, typically to a spin-0 meson, before decaying. It is also worth men-

tioning that the SM top decay is dominated by longitudinally polarized W bosons, a

measurement of which could be sensitive to new physics. It is expected that for the

decay t! W+b, longitudinal W bosons (helicity = 0) are favored over left-handed

W bosons (helicity = �1) by a factor of M2
t =2M

2
W � 2:4 [71]. The helicity = +1

amplitude for W bosons is essentially zero, as right-handed W bosons are forbidden

from top decay if one assumesMb � 0. For a top mass of 175 GeV=c2, it is expected

that 70% of the W bosons emitted from top decay will be longitudinally polarized.

If XL is the fraction of longitudinally polarized W bosons, then the decay angular

distribution of the leptons in the W rest frame is given by:

dN=d cos�� / (1�XL)(1� cos ��) + 2XL sin
2 �� ; (1.40)

where �� is the angle between the lepton momentum vector in the W rest frame

and the W momentum vector in the top rest frame. The �rst term comes from the

helicity = �1 decay amplitude for W ! `�`, and the second term from the helicity

= 0 amplitude.

This angular distribution of the top decay products will be discussed further in

Chapter 3 in reference to the top quark decays to charged Higgs scalar bosons.

In discussing the experimental measurements of top quarks, the decay mode of

the top quark pair is characterized by the decay modes of the W bosons. The top

decays to Wb and the subsequent decay of the W 's to pairs of fermions is shown in

Figure 1.9. At tree level, theW couples with equal strength to leptons and quarks, so

each W decay mode occurs with roughly equal probability. There are three leptonic

channels (e�, ��, and ��), and six hadronic channels available (u �d and c�s, with three

possible color assignments), hence each decay mode has a branching ratio of � 1=9.

Explicitly, these are:
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Figure 1.9: Feynman diagram for top pair production and decay in the SM. The
decay modes for the W bosons are indicated into lepton-neutrino or an up-type (u)
and down-type (d) quark pair.

W+ �! (e+�e)(�
+��)(�

+�� )(ud)(cs)

W� �! (e��e)(�
���)(�

���)(ud)(cs) (1.41)

QCD corrections enhance the branching ratios of the hadronic modes by a factor of

(1 + �s=�) � 1:05.

The top quark decays are listed in Table 1.5 as characterized by their experimental

signatures and with their lowest-order SM branching fractions.

The dilepton mode, where each W boson decays into a e� or �� pair, is experi-

mentally characterized by two high-momentum charged leptons, substantial missing

energy from the two undetected neutrinos and two jets from the fragmentation of

the b quarks. This category provides the cleanest signal (with � 2:5 : 1 ratio for

signal over background) and was the discovery channel for the top, but it also has

the smallest branching ratio of � 5%.

The lepton + jets category has one W boson decaying to e� or �� and the other

decaying hadronically. This occurs about 30% of the time. The signal for this cate-

gory is therefore a single high-momentum lepton, missing energy from the undetected
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Decay mode Branching ratio

All jets t�t! q�q q�q b�b 36=81
Lepton + jets t�t ! q�q `� b�b 24=81
Tau + jets t�t ! q�q �� b�b 12=81
Dilepton t�t ! `� `� b�b 4=81
Tau dilepton t�t ! `� �� b�b 4=81
Ditau t�t ! �� �� b�b 1=81

Table 1.5: Decay modes for a t�t pair and their lowest order branching ratios assuming
Standard Model decays. They are grouped according to the decay mode of the W
bosons. Here `� refers to e� or �� decay modes only, with the tau decay modes
listed separately.

neutrino, and four jets: two from the b quarks, and two from the hadronic W de-

cay. Both CDF and D� use techniques to identify the b quark jets and kinematic

requirements to observe a signal above the background.

In the all jets mode, both W bosons decay hadronically. The resulting �nal state

then is nominally made up of six jets, two from the b quark decays, with no leptons

and low missing energy. Therefore, although the branching ratio for this category

is the largest (44%), it faces formidable QCD backgrounds making the extraction of

the tt signal di�cult. CDF has succeeded in observing a signal in this channel by

requiring tight kinematical cuts on the jets, and with at least one jet identi�ed as

originating from a b quark [72, 73]. Another separate CDF analysis requiring double

b-tagged events and large amounts of energy has also had success in observing a tt

signal [74].

These three categories of W decay modes represent the standard tt analyses. In

21% of the cases, however, the tt pair decays into a �nal state containing at least

one � lepton. These are normally excluded in the standard analyses because of the

added di�culty in identifying a � decay from either its leptonic or hadronic decay

products amidst the background sources (see Section 3.1 for a description of tau

decay modes). A separate analysis at CDF looking in the tau-dilepton mode has

been conducted which measured a top production cross section that is consistent

with those measured in other channels [75, 76].



46

tt Cross Section Top Mass

Method (pb) (GeV=c2) Reference

Lepton + jet (SLT) 9:2+4:3�3:6 [77]

Lepton + jet (SVX) 6:2+2:1�1:7 175:9� 4:8� 4:9 [78, 79], [80]

Dileptons 8:5+4:4�3:4 161� 17� 10 [81, 82], [81]

CDF All jets ( � 1 SVX) 9:6+4:4�3:6 186� 10� 12 [83, 84]

All jets ( � 2 SVX) 11:5+7:7�7:1 [73]

Tau dilepton 10+16�10 [75, 76]

Combined 7:6+1:8�1:5 176:8� 4:4� 4:8 [85]

Lepton + jets 4:1� 2:1 173:3� 5:6� 6:2 [86],[87]

Lepton + jets/� 8:3� 3:6 [86]

D� Dileptons + e� 6:4� 3:4 168:4� 12:3� 3:7 [86],[88]

All jetsy 7:1� 3:2 [89]

Combined 5:9� 1:7 172:1� 5:2� 4:9 [86],[90]

Table 1.6: Results from CDF and D� top quark measurements in the Run 1
data. The uncertainties for the mass results are statistical �rst, then systematic.
yPreliminary result.

1.3.4 Top Quark Measurements

Top quark production has been measured in a number of di�erent channels at both

CDF and D� in the Run 1 data. The top quark mass has also been determined

in some of these channels. CDF analyses typically use an integrated luminosity of

� 109 pb�1 and D� uses � 125 pb�1. Tables 1.6 lists a summary of these results.

Details can be found in the references. The relevant CDF theses are also listed where

appropriate. The results for the cross sections are also summarized in Figure 1.10 and

compared to the theoretical predictions. The mass measurements are summarized

in Figure 1.11.

Both collaborations have reported results in the dilepton, lepton + jets and all

jets modes. CDF also has a result in the tau-dilepton channel. Cross sections are

reported at a top mass of 175 GeV=c2 for CDF and at 172 GeV=c2 for D�.

CDF uses two techniques in the lepton + jets channel. One uses a soft-lepton

tagging (SLT) technique to identify muons in semileptonic decays of the b-quark.
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Figure 1.10: Measured values of the tt production cross section from CDF and D�
in the various channels. This �gure is from Reference [67].

The other uses the high-precision silicon vertex detector (SVX | described in Sec-

tion 2.5.1) to identify secondary decay vertices resulting from the long-lived b quarks.

This is known as secondary vertex tagging | see Section 5.8 for a description of this

technique.

The dilepton channel at D� consists of two orthogonal searches: a search for two

charged leptons (e or �) or for e� via a high-pT electron, large missing energy and

two or more jets. They also use two methods in the lepton + jets channel: the �rst

uses topological and kinematical cuts, the second uses a similar method to CDF's

SLT technique to identify low momentummuons coming from bottom-quark decays.

CDF used two independent analyses in the all jets channel: one uses a single SVX

b-tag and strict kinematic requirements, the other uses two or more SVX b-tags.

The combined cross section result for CDF is 7:6+1:8�1:5 pb [85]. For D�, the com-

bined result is 5:9� 1:7 pb [86].

The top quark mass is also reconstructed from the lepton + jets, dileptons and all
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Mtop(GeV/c2)

Tevatron Top Quark Mass Measurements

D0

CDF

CDF+D0

168.4 ± 12.8 GeV/c2 Dilepton

173.3 ± 7.8 GeV/c2 Lepton +Jets

172.1 ± 7.1 GeV/c2 Combined

161.4 ± 20 GeV/c2 Dilepton

186 ± 16 GeV/c2 All-Hadronic

175.9 ± 6.9 GeV/c2 Lepton +Jets

175.6 ± 6.8 GeV/c2 Combined

173.9 ± 5.2 GeV/c2 CDF+D0

120 140 160 180 200 220

Figure 1.11: Latest measured values of the top mass from CDF and D�. This �gure
is from Reference [91].

jets channel under the tt hypothesis using constrained �ts and likelihood estimations.

For CDF, the combined measurement is Mt = 176:8� 4:4� 4:8 GeV=c2, and for D�

Mt = 173:3 � 5:6 � 6:2 GeV=c2, where the �rst uncertainty is statistical and the

second is systematic. Taking correlations in systematic uncertainties into account,

the preliminary combined CDF/D� top mass measurement is 173:9� 5:2 GeV=c2.

A joint CDF/D� working group is working on �nalizing the combined result.

1.4 Limits on Charged Higgs Bosons fromDirect Searches

There have been a number of direct searches for a charged Higgs signature at collid-

ers.
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Figure 1.12: Limits on charged Higgs mass plotted in the MH�|Mt plane from
the CDF Run 1A analyses. The LEP limits at the time of this publication were
MH� > 45 GeV=c2.

1.4.1 Previous CDF Limits

All searches at CDF have been for the production of top quark pairs and their

subsequent decays via a charged Higgs boson and bottom quark. Initial interest in

the late 1980's at CDF in the charged Higgs was because of the possibility that it

would provide an alternative decay channel for a light top quark (via t! H+b), and

therefore searches for SM top decay signatures might have missed detecting the top.

As the charged Higgs couplings are dependent on tan�, these searches could only

set limits in regions of parameter space where large couplings of the charged Higgs

to the top quark are expected. A search in the 1988-1989 CDF data for a charged

Higgs with mass below the W mass was reported in 1994 in Reference [92]. The

latest results prior to the analysis presented in this dissertation were based on the

CDF Run 1A data consisting of 19 pb�1 of data. A search in these data for taus

coming from charged Higgs decays with the tau decaying to leptonic decay products

was reported in Reference [93]. A more sensitive search for tau decays of the charged

Higgs with the tau decaying hadronically was reported in 1996 in Reference [94] as
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well as in C. Couyoumtzelis's thesis [95]. This search was begun before the top quark

discovery and therefore set limits in the MH�{Mt mass plane. The �nal results plot

from this search is shown in Figure 1.12. The search did not have enough sensitivity

to set limits in the region of the current known top mass, but fell just short for large

values of tan� and the charged Higgs mass.

1.4.2 Limits from Direct Searches in e+e� Collisions

The LEP experiments have taken data with e+e� collisions up to
p
s = 183 GeV.

In the strict MSSM, where we expect M2
H� � M2

A + M2
W , the LEP energies are

insu�cient to produce charged Higgs pairs. However, further extensions beyond the

MSSM might allow this channel.

In these collisions, charged Higgs pairs are expected to be produced directly

via couplings to the Z boson or the photon, e+e� ! Z=
 ! H+H�. The LEP

experiments then look for the subsequent decay signatures of charged Higgs decaying

into either H+ ! �+� or H+ ! cs. The non-observation of such a signal over the

background provides the most stringent, model-independent limits on the charged

Higgs boson so far. Experimentally, the signature is di�cult to extract due to WW

contamination which provides the same decay modes into cs and ��. The limits

reported are, in general, independent of the branching ratios of the charged Higgs

decays.

The published charged Higgs boson mass limits from the most recent LEP exper-

iments are shown in Table 1.7. These result from running at center-of-mass collision

energies of
p
s = 130{172 GeV, with a total integrated luminosity of � 25 pb�1 for

each LEP experiment.

1.5 Indirect Limits on Charged Higgs Bosons

In addition to direct searches for the production of new particles, the presence of

an extended Higgs sector or other new particles might be inferred by examining
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Lower bound on

Experiment MH� at 95% C.L. Reference

DELPHI 54.5 GeV=c2 [96]

ALEPH 52.0 GeV=c2 [97]

OPAL 52.0 GeV=c2 [98]

L3y 41.0 GeV=c2 [99]

Table 1.7: Limits at 95% con�dence level on the mass of the charged Higgs boson
(MH�) from the LEP II experiments. yThe L3 result is from LEP I only, running at
the Z0 resonance (

p
s = 91 GeV).

deviations from SM predictions in precision measurements. It is also possible pro-

cesses that are rare or forbidden in the SM might be enhanced by the presence of

these other particles, leading to complementary, indirect methods for observing new

physics at relatively low energies. Both these scenarios have been pursued with the

increasing number of precision measurements coming from e+e� colliders (e.g. LEP,

CLEO, SLAC, etc.).

Theoretical considerations also o�er constraints on the allowed parameter space

in these models. The parameter tan� is constrained to yield perturbative Yukawa

couplings of the Higgs bosons to the fermion sector. In general, tan � values much

greater than � 102 or less than � 10�1 are disfavored as they tend to lead to large

non-perturbative contributions, yielding unphysical couplings and widths.

In the 2HDM of type II, the mass hierarchy Mt � Mb tends to favor large tan�

due to the couplings of �2 to the up-type quark sector (which are proportional to

v2) and �1 to the down-type quarks (proportional to v1). The large top quark mass,

in combination with the enhancement of the top Yukawa coupling for small values

of tan� (see Equation 1.36) also tend to give lower bounds on tan�. In type I

models, where all the fermion couplings are to only one of the Higgs doublets, the

couplings are all the same and are proportional to the quark masses; hence, the

Yukawa couplings of the bottom quark are negligible compared to those of top quark

regardless of the value of tan�.
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Precision measurements of electroweak current processes (e.g. decays via the W�

or Z0 bosons) are sensitive to other bosons that might mediate the same interactions.

Those involving theW� boson especially might be a�ected if the charged Higgs boson

exists. Measurements involving the heavier fermions, in particular, are also sensitive

to the charged Higgs existence due the Higgs coupling to mass. There are model

dependent limits from leptonic decays of the tau lepton and the bottom quark, which

are discussed in Sections 1.5.1 and 1.5.2. Precision measurements of the Z0 boson

decays, especially of those to bb pairs, are also sensitive to other bosons through loop

contributions. This is discussed in Section 1.5.3.

Constraints on the elements of the CKM matrix and in particular on the CP-

phase angle are usually derived under the assumption of the SM but these could

be a�ected fairly dramatically due to the presence of extra Higgs doublets or other

SUSY particles [100]. The observed CP violation behavior can be in
uenced without

necessarily introducing new sources of CP violation. The mixing rates in B0-B
0
and

K0-K
0
meson systems, as discussed in Section 1.5.4, provide good testing grounds

for these contributions and give constraints on the charged Higgs boson.

As discussed in Section 1.1.4, 
avor-changing neutral currents (FCNC) are sup-

pressed at the tree-level in Standard Model processes. These processes do occur at

the loop level however, which makes them particularly sensitive to the gauge struc-

ture of the theory. In particular, there can be sizable loop-level contributions in the

B-sector compared to other meson systems due to the presence of the massive top

quark. The large mass-splitting between the top and bottom quarks means the GIM

cancellations are not exact at the level of radiative corrections. The diagonal nature

of the CKM matrix, which gives jVtbj ' 1, means the coupling to top{bottom pairs

in electroweak processes is dominant. Therefore, FCNC processes in the B-sector

can occur at reasonable rates in the SM. Experimentally, these processes are par-

ticularly suited to determining the fundamental parameters of the SM, such as the

CKM matrix elements and leptonic decay constants.

Many classes of new models can also give signi�cant and testable contributions

to these rare B transitions, particularly those involving the heavier generations.
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Figure 1.13: Feynman diagram for tau decay to leptons (e or �). The charged Higgs
boson (H+) is a scalar in contrast to the vector W+.

The FCNC b! s
, discussed in Section 1.5.5, gives some of the strongest, model-

dependent, constraints on the charged Higgs boson. The case of b! s
 has been

studied extensively. Radiative B decays have become one of the exciting forefronts

in particle physics due to recent progress on both the theoretical and experimental

fronts in recent years.

1.5.1 Limits on Charged Higgs from Tau Decay

The tau lepton decays to leptonic decay products, i.e. �+ ! ��e
+�e or �

+ ! ���
+��

are mediated by the charged electroweak vector current (W+) in the SM. A charged

Higgs scalar (H+) would contribute to the tau decay at tree-level and would be

chirality blind compared to the contributions from the W vector boson which only

couples to left-handed fermions and right-handed antifermions. These decays are

shown in Figure 1.13. Note that the Higgs boson is a scalar whereas theW is a vector

(this is discussed further in Section 3.1). Based on the Lorentz structure of these

charged weak currents in tau decays and the experimentally determined branching

ratios in leptonic decays to e and �, a lower limit ofMH� > 1:5 tan� GeV=c2 at 90%

con�dence level has been calculated in Reference [101] andMH� > 1:86 tan� GeV=c2

at 95% con�dence level in Reference [102].
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Figure 1.14: Feynman diagram for pure leptonic B+ ! `+� decay.

1.5.2 Leptonic Decays of Bottom Mesons

A Feynman diagram for the pure leptonic decay of a B meson is shown in Figure 1.14.

The SM transition rate for the purely leptonic decays B ! `�` is helicity suppressed

and yields tiny branching fractions in the SM [100]. Current experimental 90%

con�dence level upper bounds on B(B+ ! �+�� ) are 1:8�10�3 fromCLEO [103] and

5:7� 10�4 from L3 [104], which are an order of magnitude above the SM prediction

of 6:6�10�5 [100]. In models with an enlarged Higgs sector, tree-level charged Higgs

exchange (H+ in Figure 1.14) can also mediate this transition. In the type II 2HDM

the SM branching fraction is multiplied by a factor
�
tan2 �M2

B=M
2
H� � 1

�2
[100].

The mass of the charged Higgs cannot be too small or tan � too large without

exceeding the experimental limits.

The L3 bound on B ! ��� then gives an lower bound for the charged Higgs mass

of MH� > 2:63 tan� GeV at the 90% con�dence level. ALEPH has also measured

the inclusive branching fraction for the decay B ! X��� (shown in Figure 1.15) to

be 2:75�0:48% [105] which yields a similar constraint ofMH� > 1:9 tan� GeV [106],

which is independent of some of the theoretical uncertainties mentioned above. How-

ever, this bound could be weakened in the MSSM due to one-loop QCD corrections

mediated by the exchange of SUSY particles [107]. In particular, this limit could be

evaded completely for positive values of the Higgsino mixing parameter, �.

1.5.3 Limits from Z0 Boson Decays

The decay width of the Z0 boson to fermions �(Z0 ! f �f) is sensitive to radiative

corrections to the couplings through self-energy and vertex corrections. The Z0
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Figure 1.15: Feynman diagram for leptonic decay b! c�+�� .

width into b quarks is of particular interest because of the presence of virtual top

quarks in the vertex correction and because of the sensitivity to new physics which

couples primarily to the heavy families. This width is normally measured as the

ratio

Rb � �(Z0 ! b�b)=�(Z0 ! all hadrons): (1.42)

Corrections to Rb from extended Higgs models can be used to constrain tan�

and the charged Higgs mass, and, to a lesser extent, the mixing angle � and the

neutral Higgs masses. In the 2HDM, radiative correction diagrams involving charged

Higgs exchanges enter negatively and suppress Rb for small values of tan�. This

suppression is enhanced with lighter charged Higgs masses. The measured value at

LEP of Rb = 0:2170�0:0009 [8] is within 1:3� of the SM expectations which therefore

puts constraints on a light charged Higgs. These contributions also exclude lower

values of tan�. Rb can be enhanced relative to the SM result when tan� is large

and two or more of the neutral scalars are light.

The fullZ0 width, measured at LEP to be �(Z0 ! all) = 2:4948� 0:0025 GeV [8],

also provides constraints on the charged Higgs mass. The Z0 width is quite sensitive

to \oblique" corrections (��) to the � parameter (de�ned in Equation 1.8). Positive

contributions to �� tend to enhance the Z0 width. Thus measured values for the

total width constrain the mass-splittings in the Higgs sector of the type II 2HDM

and forces MH� to lie in the range (at the 1� level) [108]

Mh0 � 130 GeV �MH� �MH0 + 130 GeV: (1.43)
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Without knowledge of the neutral scalar masses though, this is a somewhat weak

constraint.

In contrast, in the type I 2HDM, where both the top and bottom quark Yukawa

couplings are proportional to 1=tan�, the positive vertex corrections from neutral

Higgs exchange are far smaller than the negative corrections from charged Higgs

exchange, and so one does not expect signi�cant enhancements of �(Z0 ! b�b) at

large values of tan �.

The various corrections to the Z0b�b vertex also modify the b�b forward{backward

asymmetry of the Z0, which is measured by the parameter AFB [108]. Vertex cor-

rections tend to modify the left{handed coupling of the b for small values of tan �,

and the right{handed coupling of the b for large values of tan�.

The forward{backward asymmetry shows much the same behavior as Rb as a

function of the Higgs masses and mixing angles: AFB(b�b) is suppressed at small

values of tan� as a result of charged Higgs e�ects. The large tan� scenario is

more complicated where the e�ects on AFB also depend on the neutral Higgs bosons

masses and can be suppressed or enhanced slightly [108].

The Z0 width is obviously also sensitive to other supersymmetric particles which

can a�ect some of the limits on the Higgs bosons. See Reference [109] for a discussion

of these in
uences.

1.5.4 Limits from B0{B
0
Mixing

The CP eigenstates in the K0{K
0
and B0{B

0
systems can mix via box diagrams,

an example of which is shown in Figure 1.16. In the kaon system, this admixture is

parameterized by j�K j = (2:280�0:013)�10�3 [8]. In the bottom meson system this

is parameterized by xb � �MB=� where �MB is the mass di�erence between the

heavy and light admixtures of B0 and B
0
, which is currently measured to be �MB =

(0:474� 0:031) ps�1 [8] and � is their average width. The weighted average of the

values of xb from ALEPH and DELPHI from the mass splitting, and from ARGUS

and CLEO measuring the time integrated mixing probability, is xb = 0:706� 0:068.

As shown in Figure 1.16, there are additional contributions from WH and HH
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Figure 1.16: Example of a box diagram for B0-B
0
oscillations in the SM by the

exchange of weak vector bosons (W�) and in extended Higgs models by H� scalar

exchange. K0-K
0
mixing can be depicted in a similar way by replacing the b's with

s's in the diagram.

states in the box diagram if the charged Higgs boson exists. Comparisons of the

measured values of the mixing to that predicted in these models place constraints on

the charged Higgs mass for low tan � due to the Yukawa contributions (from H+tb)

which are proportional to 1=tan� for left-handed particles in both type I and II

2HDM's (see Equation 1.35). These e�ects are much more prominent in the bottom

meson system than in the kaons due to the Higgs-fermion mass coupling.

The constraints in the charged Higgs mass and tan� planes for the type II 2HDM

for the various indirect methods discussed so far are shown in Figure 1.17 from A.

Grant [108]. The plot also includes a constraint from b! s
 which will be discussed

in more detail in the next section. The b! s
 results give bounds on charged

Higgs contributions with large tan� and have received much attention recently. The

bounds shown here have been improved with more recent calculations.

The Z0 width results give a lower bound on the value of tan� >� 0.7. All these

results however are calculated under the assumption of no other supersymmetric

particle contributions which could a�ect these results greatly.

1.5.5 Limits from the Electromagnetic Penguin Decay b! s


As b! s
 provides some of the most stringent, albeit model dependent, limits on

the charged Higgs boson with large tan�, it warrants further discussion.

In 1993, the CLEO collaboration reported the observation of the exclusive decay

B ! K�(892)
 [110]. This was the �rst evidence for a penguin decay (described
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Figure 1.17: Limits inMH�{tan� plane via indirect methods for type II 2HDM. Lim-
its are calculated assumingMt = 174 GeV=c2. This �gure is from Reference [108].

below). This measurement established the existence of the decay b! s
 but due to

the large theoretical uncertainties in the hadronization process for the B meson this

only gave a rough measure of the decay width �(b! s
). The latest updated result

from CLEO-II gives [111]

B(B ! K�
) = (4:2� 0:8� 0:6)� 10�5; (1.44)

averaged over various modes.

CLEO then reported on a measurement of the branching ratio for the inclusive

process b! s
 in 1995 [112]. The latest (preliminary) result from CLEO for this

process is [113]

B(B ! Xs
) = (2:50� 0:47 (stat:)� 0:39 (syst:))� 10�4; (1.45)

with the 95% con�dence level bounds of 1� 10�4 < B(B ! Xs
) < 4:2� 10�4: The

ratio of exclusive to inclusive rates is 0:17 � 0:08. ALEPH [114] has also recently

reported results for the observation of the inclusive b! s
 decay at a rate compatible
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Figure 1.18: Penguin diagrams for FCNC of b! s
. A charged Higgs boson (H�)
in the loop would provide an enhancement to the SM rate in the type II 2HDM.

with that from CLEO:

B(B ! Xs
) = (3:11� 0:80� 0:72)� 10�4: (1.46)

The transition b! s
 is a 
avor-changing neutral current (FCNC) process. In

the SM, it is described by a penguin diagram in which a virtual W is exchanged in

a loop with an up-type quark, with a photon or Z0 emitted in an electromagnetic

penguin, or a gluon emitted for a strong penguin [115]. Figure 1.18 shows Feynman

diagrams for electromagnetic penguins leading to the b! s
 decay. The top quark

contributions dominate due to the mass and CKM matrix elements. In principle,

large QCD corrections are also expected.

The calculation of B(b! s
) in the SM and extensions has been discussed exten-

sively in the literature: see References [100, 116, 117] for good overviews. To obtain

the branching fraction, the inclusive rate is scaled to that of the combined CLEO

semileptonic decay branching fraction B(B ! X`�`) = 0:1087 � 0:0034 [8]. This

removes some uncertainties in the calculation due to an overall factor of m5
b which

appears in both width expressions, and reduces the ambiguities involved with the im-

precisely determined CKM factors. The leading order logarithmic QCD corrections

are calculated using an operator product expansion and give:

B(b! s
) =
6�EM
�g(z)

����VtbV �
ts

Vcb

����2 jceff7 (�)j2B(B ! X`�) (1.47)

where g(z) is the phase space corrections for the semileptonic decay ' 0:316, � is
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the renormalization scale, normally taken to be of order the b-quark mass, and

ceff7 (�) = �16=23c7(MW ) +
8

3
(�14=23� �16=23)c8(MW ) + C(�) ; (1.48)

where � = �s(MW )=�s(�). The c7;8(MW ) are the Wilson coe�cients of the elec-

tromagnetic and chromomagnetic dipole operators used in the expansion; explicit

expressions for these coe�cients can be found in [117, 118]. The Wilson coe�cients

are evaluated perturbatively at the W scale, where the matching conditions are im-

posed, and evolved down to the low-energy renormalization scale, � = Mb, using

renormalization group equations (RGE). The C(�) term is induced by operator mix-

ing during this evolution. The largest theoretical uncertainty in the calculation arises

from the uncertainty in the renormalization scale, which is usually estimated using

mb=2 < � < 2mb.

Next-to-leading order (NLO) perturbative calculations in the SM have been com-

pleted recently which signi�cantly reduce the uncertainty due to the choice of renor-

malization scale. The theoretical uncertainties are now under control at the 10%

level [119, 120, 121]. Assuming unitarity of the CKM matrix to constrain jVtsj, the
NLO calculations give

B(B ! Xs
) = (3:48� 0:13� 0:28)� 10�4; (1.49)

where the �rst error is due to renormalization scale dependence and the second is

due to uncertainties on the input parameters. This result is in good agreement with

the experimental values.

Extensions to the SM introduce new operators into the e�ective theory and there-

fore a�ect the Wilson coe�cients in Equation 1.48. The e�ects on the branching

fraction of b! s
 can therefore lead to severe restrictions on these models under

certain circumstances. The e�ect on the Higgs sector in the 2HDM and in the case

of supersymmetry are discussed below. See References [122, 100] for a discussion of

restrictions on other new physics (e.g. anomalousWW
 couplings) from the b! s


results.

In both types I and II 2HDM's, which naturally avoid tree-level FCNC's, the H�

contributes to b! s
 via virtual exchange together with the top-quark, similar to
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Figure 1.19: Lower limit on the charged Higgs mass in the type II 2HDM as a
function of tan �, based on the upper limit of the CLEO B(b! s
) measurement.
The excluded region is that to the left and below the curves. The top curve is for
Mt = 181 GeV=c2 and the bottom curve is for Mt = 169 GeV=c2. The restriction
from B(B ! X��� ) of MH� > 1:9 tan� GeV is also shown as the lower right curve.
This �gure is from Reference [118].

the W exchange in the loop shown in Figure 1.18. The operators involved in the

calculation of the decay rate receive contributions to the SM Wilson coe�cients in

Equation 1.48 and become

c7;8(MW ) = cSM7;8 (M
2
t =M

2
W ) +

1

3 tan2 �
c7;8(M

2
t =M

2
H�) + �F7;8(M

2
t =M

2
H�) ; (1.50)

where � = �1= tan� for type I and � = +1 for type II couplings. The analytic form

for the F7;8 functions can be found in Reference [123].

The charged Higgs contributions depend on tan � and MH� and the coupling

pattern. For type I, the H� contributions scale as 1= tan2 �, therefore enhancements

to the SM decay rate only occur for small values of tan�. The relative minus

sign between the two H� contributions interfere destructively for large tan� and

decrease the SM branching ratio. Limits on Rb (see Section 1.5.3), however, restrict

this decrease to be at most 20% [124]. Limits on the charged Higgs mass from the

measured b! s
 rates can therefore only be derived for tan� < 1 [122].

In type II couplings, large enhancements appear for small values of tan�, but

there are also signi�cant enhancements to the SM rate for large tan � as the F7;8

terms in Equation 1.50 enter positively and scale as tan�. Since the present CLEO
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Figure 1.20: A penguin diagram for the FCNC b ! s
 mediated by charginos and
squarks. This diagram could interfere constructively or destructively with the SM
and charged Higgs contributions, depending on the Higgsino mass parameter, �.

measurement lies below the SM result, B ! Xs
 provides quite stringent bounds on

the charged Higgs mass in this model.

The original bounds from the CLEO experiment using LO calculations [112] gave

MH� > 244 + 63=(tan�)1:3 GeV=c2. Complete NLO calculations for b! s
 have

been completed for the 2HDM [124] which again signi�cantly reduce the renormal-

ization scale uncertainty. The NLO result improves the CLEO lower bound on the

charged Higgs mass from 244 GeV=c2 to 340 GeV=c2. These mass bounds might

be less restrictive if the experimental values are closer to the preliminary ALEPH

results. The lower bound on the charged Higgs mass versus tan� derived from the

CLEO results and the NLO calculations is shown in Figure 1.19.

The limits obtained here for the type II 2HDM can be weakened in supersym-

metric theories. Other supersymmetric particles can contribute in the penguin loop

(an example is shown in Figure 1.20), either constructively or destructively. There

are additional contributions from charginos (e��i ) and up-type squark loops, gluino

(~g) and down-type squark loops and neutralino (e�0i ) and down-type squark loops.

The contribution from e�0i are known to be small compared to those induced by W�

and H� exchange and can therefore be neglected [118]. The e��i and ~g loop contribu-

tions depend on the mass and mixing of the particles inside the loop. The chargino

contributions especially can be large, and for some range of the parameter space can

cancel the H� contributions to give a value of B(b! s
) at or even below the SM
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prediction [125].

In the supersymmetric limit, there is an exact cancellation of the di�erent SUSY

contributions with those from H�, hence B(b! s
) ! 0 and would be lower than

that predicted by the SM. However, in the realistic case where SUSY is broken,

the cancellation is not exact and rates greater or less than that from the SM are

possible. The various contributions have been calculated in the minimal supergravity

(mSUGRA) and electroweak symmetry breaking scenarios [125, 126, 127].

In the mSUGRA case, uni�cation of the gaugino and squark masses is assumed at

a large energy scale (MSUSY =MGUT or beyond). The soft SUSY-breaking param-

eters are then evolved down to the electroweak scale by solving the renormalization

group equations (RGE) of the MSSM. The radiative electroweak symmetry breaking

conditions are also applied.

During this evolution, the �rst and second generation squarks with the same

gauge quantum numbers remain highly degenerate in mass but the third generation

squarks, especially the top squark (stop) can experience a large mass splitting due to

the renormalization e�ects of the top Yukawa coupling constant and the potentially

sizeable o�-diagonal terms in the stop mass matrix. Therefore a light stop, ~t1, can

be generated from the mixing of ~tL and ~tR. It is possible to simultaneously obtain

a relatively light stop and chargino with masses around 100 GeV=c2, especially for

tan� � 2 [118].

Even in the presence of this mass splitting, the gluino, neutralino, and chargino

couplings are not strongly modi�ed in comparison to the case of exact degeneracy.

Figure 1.21 fromGoto and Okada [126] shows the results of scanning the complete

SUGRA parameter space for a �xed value of the top mass (175 GeV=c2) and two

representative values of tan�: (a) tan� = 2 and (b) tan� = 30. The plots show

the branching ratio of b! s
 as a function of the charged Higgs boson mass. Each

point represents a di�erent choice of parameters. The predictions for the SM and

for the type II 2HDM are shown along with the CLEO experimental bounds.

In the case (a) with tan� = 2 there are two branches for B(b! s
). In one
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Figure 1.21: B(b! s
) as a function of the charged Higgs mass in SUGRA with
Mt = 175GeV=c2 and (a) tan� = 2, and (b) tan � = 30. The solid curve corresponds
to the 2HDM Model II value, while the dashed-dot curve represents the SM. Each
dot corresponds to a sample point of the complete SUSY parameter space. These
�gures are taken from [127].

branch the branching ratio is close to the type II 2HDM prediction, where the con-

tributions from SUSY particles are small. In the other branch it is consistent with

the SM value, where the charged Higgs boson contribution is canceled by the SUSY

contributions. It can also be clearly seen in the case (b) with tan � = 30 that there

are regions of parameter space where B(b! s
)SUSY is at or below the SM value

and is consistent with the CLEO bounds.

The sign of the SUSY loop contributions with respect to those of the SM and

charged Higgs is strongly correlated with the sign of the Higgsino mass parameter,

�, in the minimal supergravity model. In general, for � < 0, the branching fraction

for b! s
 is enhanced from the predictions in the type II 2HDM and is suppressed

in the case � > 0. In particular, the regions of the most suppression correspond to

a light top squark (~t1) and chargino sector, large tan� and � > 0. There can also

be substantial contributions, positive or negative, from the gluino and down-type

squark loops due to left-right mixing in the sbottom sector.

This dependence on the Higgsino parameter is further demonstrated in another

�gure from Goto and Okada [126], Figure 1.22, which shows the excluded region in
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Figure 1.22: Excluded regions in the tan�{MH� plane based on the CLEO b! s

result in the type II 2HDM (dot-dashed) and in SUGRA (solid) for (a) negative
Higgsino mass parameter (� < 0) and (b) � > 0. The dashed line represents the
excluded region without the b! s
 constraint. Regions to the left of the curves are
excluded. These �gures are from Reference [126].

the tan� and MH� planes derived from the SUSY contributions to the b! s
 rate

in the two scenarios (a) � < 0 and (b) � > 0. The tan� range shown is chosen

to yield perturbative Yukawa couplings up to the GUT scale. For values of tan�

larger or smaller than this range, the Yukawa coupling constant from the top or

bottom/tau contribution blows up below the GUT scale. The lower bounds on the

charged Higgs mass in the type II 2HDM case are also shown as well as the limits

without taking any cognizance of the b! s
 results.

The excluded region in the minimal supergravity is much larger when � < 0;

the bound reaches a maximum of about MH� > 600 GeV=c2 for tan� � Mt=Mb �
35. However in the � > 0 case, the large cancellations from the SUSY particle

contributions can totally negate those from the charged Higgs and can actually drive

the b! s
 rate below the SM predictions. In this case then there are few constraints

of the charged Higgs mass.

Note that if all the up-type squarks remain degenerate in the RGE evolution, and

therefore there are no light supersymmetric particle loops, the chargino contributions

exactly cancel due to a SUSY-GIM mechanism, and the 2HDMmass constraints hold.
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Chapter 2

Apparatus

2.1 Introduction

The Tevatron at the Fermi National Accelerator Laboratory accelerates protons and

anti-protons to 900 GeV each and collides them. The resulting center-of-mass energy

in the collision is therefore 1.8 TeV. The Collider Detector at Fermilab (CDF) is

located at one of six nominal interaction regions (B0), and is a three-story, 5000-ton,

multi-purpose detector which is used to record the remnants of these high-energy

collisions, both to make detailed measurements of known physics processes and to

look for evidence of new ones. The accelerator complex at Fermilab is described in

more detail in Appendix B. The rest of this chapter describes the proton-antiproton

collisions at B0 and the CDF apparatus used to measure the interactions.

2.2 Luminosity

The number of collisions per second (N) at the CDF interaction region is given by

the golden formula of experimental particle physics

N = � � L (2.1)

where � (in units of cm2) is the cross section of the desired physics process, in

this case proton{anti-proton collisions, and L is the instantaneous luminosity of the

colliding beams, which is measured in units of collisions/cm2/sec. The instantaneous

luminosity for a collider is calculated from [128]

L =
fBNpN�p

2�(�2p + �2�p)
F (�l; �

�) (2.2)
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where f is the revolution frequency (� 50 kHz), B is the number of bunches in each

beam (6), Np (N�p) is the number of protons (anti-protons) in a bunch with typical

values of 2 (0.6) �1011 for Run 1B, �p (��p) is the r.m.s. proton (anti-proton) beam

size at the interaction point � 40{70 �m, and F is a form factor that depends on

the bunch length, �l, and the beta function at the interaction point, �� (� 0.6 m for

Run 1B).

The peak luminosity in Run 1A was about 1:0�1031 cm�2sec�1 with typical val-

ues of 0:54� 1031 cm�2sec�1. The Linac (see Appendix B) was upgraded during the

summer of 1993 between Runs 1A and 1B and the resulting lower emittances in the

proton transfer to the Booster facilitated the more than doubling of the Tevatron's

instantaneous luminosity for Run 1B. For Run 1B, the peak luminosity was about

2:8� 1031 cm�2sec�1 with typical values of 1:6� 1031 cm�2sec�1.

The total cross section for pp collisions at the center-of-mass collision energy

p
s = 1:8 TeV is about 50 mb [8] (where 1 barn = 10�24 cm2) which therefore

corresponds to a million collisions a second at a typical instantaneous luminosity of

2:0� 1031 cm�2sec�1.

The total integrated luminosity (
R Ldt) of beam delivered to the CDF interaction

region during Run 1A was about 30 pb�1 and during Run 1B was about 126 pb�1

(where 1 pb�1 = 1036 cm�2).

2.3 CDF Coordinate System and Units

CDF employs a right-handed coordinate system with the positive z-axis along the

beam line in the proton direction (East), the positive y-axis pointing vertically up-

ward and the positive x-axis pointing radially outwards in the horizontal plane of the

Tevatron. The center of the detector is taken as the origin and is also the nominal

interaction point for pp collisions.

To describe the detectors and, consequently, the derived physical quantities of

the detected particles, it is more natural to use a spherical coordinate system. The

polar angle, �, is taken from the positive z-axis and the azimuthal angle, � is taken
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anti-clockwise from the positive x-axis, with the radial distance r measured from

the center of the beamline. Figure 2.2 (inset) shows the coordinate system used for

CDF.

For a collider detector, however, a more natural unit to describe the polar angle

is the rapidity, y, de�ned as

y =
1

2
ln

�
E + pzc

E � pzc

�
: (2.3)

This is because under boosts along the z-axis to an inertial frame with velocity �,

the rapidity transforms as y ! y + tanh�1 �. Therefore the shape of the particle

density distribution in rapidity, dN=dy, is invariant under Lorentz transformations.

For highly relativistic particles, however, where p� mc, the rapidity is well approx-

imated by the pseudorapidity, �, de�ned as

� = � ln tan

�
�

2

�
(2.4)

which is the unit used for the segmentation of the CDF detector and for describing

measurements. Two forms of pseudorapidity are actually used: �det measures the

pseudorapidity from the nominal interaction point at the center of the detector (z =

0), whereas � (also called the event �) measures the pseudorapidity of the decay

products from the z-position (z-vertex) of a pp collision which could occur at any z

along the beam-axis.

High-momentum transfer interactions occurring in the Tevatron generate par-

ticles with signi�cant momentum transverse to the beam line. The CDF detector

has been optimized to measure these events, allowing individual processes to be

identi�ed. Low-momentum transfer interactions, termed elastic or di�ractive inter-

actions or minimum bias events, and by-products from the spectator quarks from

high-momentum transfer interactions, have most of their energy directed longitudi-

nally, along the beampipe, and will not be measured by the detector. The number

of charged particles per unit of rapidity (dN charge=dy) in the central region of the

detector for elastic pp collisions at
p
s = 1:8 TeV is about 4. Most of the hadrons

in these minimum bias events only have a momentum transverse to the beam line of

about 0.5 GeV=c
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For this reason, most physics analyses utilize the transverse energy (ET ) and

transverse momentum (pT ), which are de�ned by

ET = E � sin � (2.5)

pT = p� sin � (2.6)

Energy as measured by the calorimeters at CDF is treated as a \vector" quantity as

the energy in each tower (see Section 2.6) is weighted by its azimuthal and polar po-

sition. The transverse energy is therefore a two-dimensional vector quantity, similar

to the pT .

At the high energies dealt with in the collider environment, ET is approximately

equal to pT c for a particle or a jet of particles. In CDF analyses, ET is usually

used to describe the transverse energy deposited by particles in the calorimeters,

and pT describes the transverse momentummeasurements of charged particles made

in the tracking chambers from the particles' track-curvatures in a magnetic �eld (see

Section 2.5).

In a pp collision, the particles that escape transverse to the beampipe will carry

signi�cant amounts of transverse momentum. Some of the energy in the collision

will be carried away down the beampipe, however, by the spectator quarks and their

hadronization products. These particles will be undetected, and will carry signif-

icant longitudinal momentum but little transverse momentum. Therefore, we do

not expect the total detected energy and momentum in the detector for a collision

to balance, but the transverse energy and momentum should balance, assuming we

can measure all the particles passing through the detector. Non-interacting parti-

cles, such as neutrinos, or minimum ionizing particles, such as muons, however, may

leave little or no trace in the calorimeters and the imbalance of measured transverse

energy is used as an indicator of these particles | this imbalance is termed missing

transverse energy. Detector resolution e�ects and particles passing through unin-

strumented regions (\cracks") can also be sources of signi�cant missing transverse

energy. Minimum ionizing particles and charged particles travelling down a crack

are detected by their tracks in the tracking chambers, and the resulting momentum
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measurement can be used to correct the energy misbalance. However, particles that

do not interact with the detector at all, such as neutrinos, must be inferred from the

missing energy and momentum.

The missing transverse energy, 6ET , is calculated by summing up all the calorime-

ter towers, treating the ET as measured in each tower as a vector quantity. We

therefore de�ne the 6ET as the magnitude of the vector sum over towers of ET :

6ET =

vuut X
towers

ET � sin�tower
!2

+

 X
towers

ET � cos�tower
!2

: (2.7)

Note that the 6ET is a sum of energy misbalance in the detector which could arise

from real missed particles and/or detector e�ects. Physics analyses try to identify the

sources of detector e�ects and make corrections for them. An important detector

e�ect is the 
uctuation of energy deposits in the calorimeter modules. Since this

resolution e�ect scales as 1=
p
ET , a measure of the signi�cance of a 6ET measurement

is given by the quantity 6ET =
pP

towersET . For values of this 6ET signi�cance well

above 1.0, there is increased con�dence that a real particle, such as a neutrino, was

the source of the 6ET and not some measurement 
uctuation.

In the analysis, we recalculate the 6ET after identifying all the particles from the

hard-pp interaction. This naturally corrects for the energy of the muons. This is

discussed further in Section 5.10.2.

2.4 CDF Detector Overview

The CDF detector is shown in a 3-D external view in Figure 2.1 and Figure 2.2

shows a longitudinal planar view of one quadrant of the CDF detector. The detector

is cylindrically symmetric in the azimuthal and the backward-forward planes about

the nominal interaction point at the geometric center of the detector. It measures

approximately 27 m from end-to-end and is about 10 m high and weighs about 5000

tons. The detector sub-elements, discussed below, are segmented roughly uniformally

in pseudorapidity and azimuth. A good review of the CDF detector components is

given in Reference [129] and the designs for the upgrades for the second half of Run 1
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Figure 2.1: Three dimensional view of the CDF detector for Run 1.
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Figure 2.2: Longitudinal view of one quadrant (upper East) of the CDF detector
for Run 1. The interaction point is at the lower right corner. The CDF coordinate
system is also shown.
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are given in Reference [130].

The overall design goal of the detector is to accurately measure the properties of

particles emerging from the interaction region at the center of the detector from a pp

hard scatter. The high precision and good coverage allow particle identi�cation with

good e�ciency, especially for electrons and muons. This goal must also be accom-

plished in an environment with very short times (on the order of a few microseconds)

between bunch crossings and with possible multiple pp interactions per crossing.

The detector has been divided up into a number of subsystems each having a

particular task and using di�erent detector techniques to accomplish it. At the

center of the detector, close to the interaction region, there are tracking chambers.

These are constructed of low-mass materials to minimize secondary interactions and

multiple scattering of the incident particles within the detector material itself. The

central tracking systems reside inside a magnetic �eld, produced by a superconduct-

ing solenoidal magnet, which facilitates momentum and charge measurements for

charged particles. The tracking systems therefore provide non-destructive measure-

ments of momenta, charges, tracks, positions and vertices of charged particles.

The tracking chambers are surrounded by calorimeters. These provide destruc-

tive measurements of the energy of the emerging particles (both charged and neutral)

as the incident particles dump their energy into the large mass of the calorimeter

elements which sample the resultant radiant energy for read out. The calorimetry

coverage is accomplished by dividing the calorimetry into several systems, each us-

ing a projective tower geometry so as to measure the energy 
ow in uniform bins

of azimuthal angle and pseudorapidity. This facilitates the reconstruction of jets

(described later). The CDF calorimeter systems are further divided into electro-

magnetic and hadronic components. Comparisons between these elements provides

crucial information for particle identi�cation.

Calorimetry is an important tool in high-energy colliding beam environments.

A calorimeter will measure all the energy of the particles directed at a tower, both

charged and neutral (except for the neutrinos and minimum ionizing particles such
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as muons) and does not su�er any ambiguities in a high particle multiplicity en-

vironment. The energy resolution of a calorimeter improves as the energy deposi-

tion increases whereas momentummeasurements in tracking chambers degrade with

\sti�er" (i.e. higher momentum) tracks. The combination of tracking and calorime-

ter detectors therefore provide complementary methods for particle detection and

measurement. Calorimeters also provide simple signatures for triggering on interest-

ing events. For example, a large electromagnetic deposit in an isolated tower with

little or no associated hadronic energy would be indicative of a high-pT electron or

photon which is a signature for many interesting physics processes, including top

production.

These various systems complement one another and provide overlapping infor-

mation that can be used for particle identi�cation and to determine if any particles

escaped detection.

Electrons and photons are identi�ed as highly electromagnetic showers in the

calorimeters and by the presence (e) or absence (
) of a track in the inner tracking

systems. If momentum information from the tracking system is available for an

electron, consistency between the measured momentum of the electron candidate

and the energy of the corresponding electromagnetic shower provides a powerful

handle for rejection of backgrounds that might mimic an electron (e.g. hadronic

shower 
uctuations and overlaps between hadron tracks and photons from �0 ! 



decay). Information from the transverse and longitudinal shapes of the shower, from

ionizationmeasurements in the tracking chamber, and from the response of transition

radiation and preshower detectors, are also used for electron identi�cation.

As discussed in Section 1.1.3, a jet is a collection of particles travelling in ap-

proximately the same direction (collimated), originating from the fragmentation and

hadronization of a quark or gluon. A hadronic jet is characterized by high track mul-

tiplicities and extended calorimeter clusters (deposits over one or more calorimeter

towers). The segmentation of the calorimeters in � and � is �ne enough that quark

and gluon jets will normally spread over more than one tower. In contrast, tau

leptons decaying to hadronic end products tend to produce narrower jets that have
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relatively fewer charged tracks associated with them. These properties are exploited

for statistical separation of tau decays from the large hadronic jet background in the

analysis discussed in this dissertation (see Chapters 3 and 5).

Jet clusters are reconstructed by summingup the energy deposited in the calorime-

ter cells within a �xed cone in �{� space, �R =
p
(��)2 + (��)2, where � is the

pseudorapidity de�ned in Equation 2.4 and � is the azimuthal angle. The �xed cone

algorithm is used because jets are approximately circular in �{� space; the �{� size

of a jet of a given pT is independent of the rapidity of the jet. For most of the

analysis discussed in Chapter 5 we use a �xed cone size of �R = 0:4 radians, which

contains most of the decay products from a parton fragmentation. This cone size is

also the most suitable for distinguishing hadronic tau decay clusters from QCD jet

clusters. Other cone sizes used at CDF are 0.7 and 1.0 radians.

Muons, which are highly penetrating particles (also called minimum ionizing

particles), tend to escape the calorimeters without depositing much energy and are

detected by further tracking chambers (now termed muon chambers) on the outside

of the calorimeters. Again these chambers have been divided into several subsystems

to provide adequate coverage. The calorimeters in front of these muon chambers

provide shielding from the hadronic debris from the collision so that the few muons

are not overwhelmed by the many hadrons from a typical hard pp collision. Muons

are identi�ed by the presence of a track in the muon chambers matched to a track

in the central tracking chamber and possibly matched to a small calorimeter energy

deposit (termed a minimum ionizing signal).

Neutrinos, which are essentially non-interacting as far as CDF is concerned, pass

through all the detector elements without leaving a trace. Their presence and ener-

gies are inferred from the measured transverse energy and momentummisbalance in

an event.

A vital part of the CDF detector is the data acquisition system consisting of fast

analog triggering systems which do real-time online selection of events which are then

read out by sophisticated fast digitizing electronics for subsequent further selection

and for storage to long-term data media for o�ine reprocessing and analysis.
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The design, construction and operation of the various CDF detector subsystems

are described in the rest of this chapter. The data acquisition system is described in

Appendix C.

2.5 Inner Tracking Systems

The tracking systems at CDF are used to measure the momenta of charged particles

and to determine their charge. The information from these tracks is also used to

reconstruct the position where the original interaction occurred, termed the primary

vertex), and also to distinguish secondary vertices for particles that travel macro-

scopic distances (on the order of a few hundred microns) from the original interaction

point before decaying.

The tracking systems consist of: the Silicon Vertex Detector (SVX) positioned

very close to the beamline which provides very precise information to resolve tracks

close to the interaction point, the Vertex Time Projection Chamber (VTX) sur-

rounding the SVX which provides vertex information in the longitudinal r{z view,

and the main tracking chamber, the Central Tracking Chamber (CTC), surrounding

the VTX, which provides information for 3-dimensional track reconstruction. The

SVX is constructed from very thin silicon microvertex detectors and the VTX and

CTC are gas drift chambers using a mixture of 50/50 argon/ethane with small ad-

mixtures (< 1%) of isopropanol or ethanol which are quenching agents (i.e. prevent

ionization cascades building up in the detectors).

All these inner tracking chambers reside in a 1.41 Tesla axial magnetic �eld pro-

vided by a superconducting solenoid that surrounds the central tracking chambers

(see Figure 2.2). Charged particles bend in the magnetic �eld, allowing determina-

tion of their momenta and charges.

Tracks are reconstructed from hits in these chambers, starting with the vertices

in the VTX. Full three dimensional tracks are reconstructed from the information

in the CTC. These tracks are then extrapolated back to the SVX to improve both

position and momentum resolutions. In event reconstruction, these tracks are then
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matched with shower centroids measured in the calorimetry. This is particularly

useful in removing the pion backgrounds from electron candidates.

The charged particle tracks also provide information for studying the response of

the calorimeters as a function of momentum and position inside individual elements

of the calorimeter modules.

2.5.1 Silicon Vertex Chamber (SVX)

The �rst silicon vertex detector installed in a hadron collider environment was the

SVX [131] at CDF for the 1992 Run 1A. Due to the degradation over the run from

the cumulative radiation exposure, this detector was replaced in 1993 for Run 1B

by the radiation hardened SVX0 (\SVX prime") detector [132, 133, 134]. The two

detectors are very similar in design and performance and a comparison is shown in

Table 2.1 and will be discussed below.

Silicon vertex detectors are placed very close to the interaction region at particle

colliders to provide very high-precision tracking information close to the beam in-

teraction. This provides the ability to distinguish secondary vertices displaced from

the primary vertex (or vertices), which are indicative of heavy-
avor quark decays

coming from hadrons containing bottom and charm quarks. This ability to resolve

the impact parameters (the distance of closest approach for a track to the primary

vertex) for tracks from secondary vertices played a major role in the discovery of

the top quark at Fermilab and has opened up a growing �eld in B-meson physics

at hadron colliders. We use the secondary vertex �nding algorithms developed for

the top analyses to tag jets originating from b-hadron decays in the charged Higgs

analysis. This is discussed in Section 5.8.

Silicon microstrip vertex detectors, such as the SVX, consist of thin silicon wafers

implanted with very narrow, closely-spaced conducting strips. Electrons, promoted

into the conduction band of the semiconductor material when an ionizing particle

passes through the detector, are drawn to these strips by high electric �elds. The

strips undergo a voltage drop proportional to the amount of the original ionization.

The strips are then read out by fast electronics. Position resolutions on the order of
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Feature SVX SVX0

Channels 46080 46080

z coverage 51.1 cm 51.1 cm

Gap at z = 0 2.15 cm 2.15 cm

Radius of layer 0 3.0049 cm 2.8612 cm

Radius of layer 1 4.2560 cm 4.2560 cm

Radius of layer 2 5.6872 cm 5.6872 cm

Radius of layer 3 7.8658 cm 7.8658 cm

Overlap of layer 0 -1.26� (gap) 0.17� (0.24 strips)

Overlap of layer 1 0.32� (4 strips) 0.32� (4 strips)

Overlap of layer 2 0.30� (4 strips) 0.30� (4 strips)

Overlap of layer 3 0.04� (0 strips) 0.04� (0 strips)

Power DC AC, FOXFET bias

Passivation none silox

Atmosphere argon/ethane + alcohol dry nitrogen

Readout chip SVX IC Rev.D SVX IC Rev.H3

Sampling quadruple double

Noise 2200 electrons 1300 electrons

Gain 15 mV/fC 21 mV/fC

Signal/Noise
begin of run 9 16
end of run 6.5 8

Reset/integrate time 3.5 �s 3.5 �s

Readout time 2.7 �s 2.1 �s

Radiation limit > 20 krad > 1 Mrad

Bad channels 1.59% 1.73%

Typical occupancy 7 { 10% 5%

Maximum occupancy 12 { 20% 25%

Table 2.1: Comparison of the SVX detector for Run 1A and the SVX0 detector for
Run 1B.

Layer Crystal Active Area Readout Number
Width [cm] Width [cm] Strips of Chips

0 1.6040 1.5360 256 2

1 2.3720 2.3040 384 3

2 3.1400 3.0720 512 4

3 4.2930 4.2240 768 6

Table 2.2: Physical characteristics of the silicon detectors.
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a few tens of microns are possible, su�cient to observe b-quark hadron decays which

travel distances of c� � 300{400 �m before decaying.

The length of the SVX along the beampipe is governed by the need for good

acceptance within the constraints of the budget and by limitations due to increases

in capacitance and leakage currents for longer strips. The pp luminous region at the

CDF interaction region is roughly Gaussian in the longitudinal (z) direction with a

r.m.s. width of approximately � � 30 cm, due to the longitudinal size of the proton

and anti-proton bunches. The total active length of the SVX is 51.0 cm which means

that only about 60% of the pp collision vertices are in the acceptance region (known

as the �ducial region) of the SVX.

The SVX has 4 layers of DC-power-coupled strip detectors that lie parallel to

the beamline (along z) and therefore provides tracking in the r{� plane only. SVX0

uses AC-power-coupled FOXFET1 biased [135] silicon strip detectors which provide

for lower noise readout and are more radiation-hard than those used in the SVX.

Other improvements of the SVX0 over the SVX detector include radiation-hardened

readout chips and complete � coverage for the inner layer. All the improvements

lead to better hit-detection e�ciency over the thermally-induced noise in the detector

which results in a higher e�ciency for track �nding.

Both the SVX and SVX0 were made up of two independent cylindrical barrels,

each 25.5 cm long, separated by a 2.15 cm gap at z = 0. An isometric view of one

of the barrels is shown in Figure 2.3. The barrels were placed symmetrically about

the average interaction point and aligned coaxially with the beams. The inner layer

of the SVX is 3.0 cm from the nominal position of the beam and lies just outside

the beryllium beampipe (which has an external radius of 1.9 cm), to give the best

possible impact parameter measurements. The inner layer of the SVX0 is closer to

the beamline by approximately 1.5 mm. The pseudorapidity coverage is j�j < 1:9

for both detectors.

Each barrel is further divided into twelve sections (wedges) which subtend 30� in

1Field OXide Field-E�ect Transistor
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Figure 2.3: An isometric view of one of the SVX barrels.

azimuth (�). Each wedge consists of four layers, numbered from 0 (inner layer) to 3

(outer layer), of single-sided silicon detector modules, known as ladders, with silicon

microstrips running parallel to the beam axis. Each ladder (shown in Figure 2.4)

consists of three 8.5-cm-long, 300-�m-thick microstrip detectors with the strips in

adjacent detectors wirebonded together to reduce the number of readout channels.

The strip pitch is 60 �m for the inner three layers and 55 �m for the outer layer.

The silicon wafer widths increased from the inner to the outer layers and are given in

Table 2.2, along with the number of readout strips and chips per layer. Each ladder is

rotated by 3� about its major axis to provide some overlap between adjacent wedges

(see Table 2.1). The geometry of the inner layer was changed for the SVX0 in order

to achieve complete � coverage corresponding to an overlap of 0.17� or 0.24 strips.

The inner layer for the SVX had a 1.26� gap.

A single ceramic readout hybrid circuit board (ear card) at one end of a ladder

holds all the readout chips. There are a total of 360 readout chips with 128 readout

channels per chip, with each channel recording hits on one microstrip, for a total

of 46,080 channels. The data is read out from these chips by front-end electronics,

mounted on the outside of the detector, in a sparse mode where only those strips
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Figure 2.4: One ladder of the SVX.

which have a signal above some hardware threshold are read out. This means the

readout time and the data size are set by hit occupancy rather than the total channel

count. With typical occupancies � 10%, readout times are about 2 �s, one of the

longest among the CDF detector subsystems.

The amount and mass of the materials making up the SVX has been minimized

to reduce the transverse radiation length of the detector and the multiple scatter-

ing of particles created in a pp collision. The average particle trajectory through

the SVX, including the beryllium support bulkheads, only encounters <� 5% of a

radiation length. Each barrel is surrounded by a conductive cylindrical shield which

isolates it from electromagnetic noise, external high voltage breakdown and which

adds mechanical rigidity. The shield also protects the rest of the CDF detector

components from noise from the SVX electronics. A chilled-water system at a tem-

perature of 20{25� C is used to prevent thermal expansion of the detector and to

cool the electronics.

As the SVX is so close to the beampipe, it is vulnerable to radiation damage

resulting from the pp collision and from beam interacting with gas in the beampipe.
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Another signi�cant source of radiation damage is during beam tuning of the Teva-

tron, when errant protons or antiprotons in the Tevatron orbit are scraped from the

beam bunches (see Appendix B). There is also a possibility of a catastrophic failure

if a Tevatron magnet fails so that the entire proton or antiproton beam is dumped

into the detector.

A radiation loss monitor and Tevatron beam abort were installed at CDF to

ensure that the SVX was not destroyed by the Tevatron beam losses. The SVX

received about 15 krad of radiation over the course of Run 1A which caused some

bulk damage in the silicon itself and to the CMOS electronic readout chips. Despite

the damage, the signal-to-noise ratio was su�cient for the SVX to perform adequately

through to the end of the run. The SVX0 received about 70 krad in Run 1B. By

lowering the bias-voltages and operating temperature and decreasing the integration

times later in the run, the signal-to-noise for this device was kept above 8 for all of

Run 1B, retaining full e�ciency [136, 137].

The SVX sits snugly inside the VTX (described in the next section) and is sup-

ported by it. Proper alignment of the SVX components was critical to its perfor-

mance. After careful mechanical alignment during the construction, the SVX barrel

alignments were checked in the detector environment after installation by an exten-

sive program of �tting high-pT tracks passing through them and the Central Tracking

Chamber (see Section 2.5.3). The maximum mechanical misalignments were mea-

sured to be less than 10 �m. The average spatial hit resolution from the track �tting

is approximately 13 �m (11 �m for SVX0) and the impact parameter resolution,

based on the pT of the track (in GeV=c), is about (16 + 40=pT ) �m.

The primary vertex position for interactions occurring in the SVX �ducial region

is measured to roughly �40 �m in the x-y plane, with the resolution dominated by

the beam spot r.m.s. spread of � � 36{38 �m. This varied somewhat with time and

the position in z of the beam spot.

Individual layer hit-�nding e�ciencies varied from layer to layer but were in the

range 91{93% (95{97% for SVX0), including corrections for dead regions. These

e�ciencies fell about 2{8% by the end of the run for the SVX due to the radiation
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Figure 2.5: Event display showing a longitudinal view of the VTX. The beams travel
horizontally through the center with protons travelling to the right. The straight
lines are VTX track segments formed by the reconstruction software. Hits are visible
along the track segments. The X's along the horizontal centerline indicate vertices
found by the VTX algorithm; the X with bars at the tips indicates a high-quality
primary vertex. The event pseudorapidity calculated from the primary vertex is
indicated at the top and bottom of the picture by the scale �3 to +3. The two large
boxes at the center of the picture indicate the positions of the two SVX barrels.

damage.

The SVX does not operate as a stand-alone tracker. Instead, tracks found in

the main outer tracker (Central Tracking Chamber) are extrapolated back to the

SVX, where the SVX hit information is used to further constrain and re�ne the

track parameters. Track �nding e�ciency in the SVX was about 98% with approx-

imately 70% (23%) of tracks having 4 (3) hits, one hit per layer. This degraded

to about 60% (30%) with 4 (3) hits by the end of the run, but the track �nding

e�ciency only dropped by about 1%. The e�ciencies were slightly higher in SVX0

but comparable [138].

2.5.2 Vertex Time Projection Chamber (VTX)

The Vertex Time Projection Chamber (VTX) [139] is a gas drift chamber that sur-

rounds and supports the SVX. Its main functions are to provide precise tracking
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information for charged particles in the r{z plane, to determine the location along

the beamline (in z) of the primary vertex and to distinguish multiple pp interactions

in the same beam crossing. It is also provides the only forward/backward angle track

information (� < 10� from the beamline) for particles that are directed towards the

forward calorimeters (see Section 2.6.3).

The VTX has been designed to handle on the order of one hundred or more

charged particle tracks per beam crossing. Like the SVX, it is also of low-mass

construction to minimize the amount of material a particle needs to traverse. This

minimizes secondary interactions and multiple scattering e�ects within the bulk of

the detector itself, such as the photon conversion contamination of electrons (i.e.


 ! e+e�).

The VTX has an outer radius of 22 cm and provides a pseudorapidity coverage of

j�j < 3:5. It consists of 28 drift modules, each divided into two drift regions (about

5 cm long each) by a central high-voltage grid. These modules are stacked end-to-

end along the beam direction (z-axis). A longitudinal view of the VTX, showing

the layout, can be seen in the event display picture in Figure 2.5. Each module is

segmented into 8 wedges, each covering 45% in azimuth to give total � coverage.

There are 24 sense wire pairs arranged azimuthally in each plane for the 10 end

modules with only 16 pairs in the 18 inner modules, due to the space needed for the

SVX. Sense wires are strung in each drift region of a module on either side of the

high voltage grid. The sense wires form an octagon, with eight straight sections, one

in each wedge of a drift region. Ionized gas particles, created from the passage of an

energetic ionizing (charged) particle, drift along z towards the center of a module to

the sense wires, with the drift-time providing z information for the track and radial

information coming from the position of the wire. Each module is canted 15� in �

relative to its neighbors, therefore rudimentary � information can be obtained for a

track crossing through more than one module.

The VTX measures the z-vertex of a track with a resolution of about 2 mm.

This information is used by the tracking algorithms as a seed for 3-dimensional

track reconstruction in the CTC (described next), as the z-vertex resolution in the
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VTX is much more accurate than in the CTC.

2.5.3 Central Tracking Chamber (CTC)

The Central Tracking Chamber (CTC) [140] surrounds the SVX and VTX. It is a

gas drift chamber that provides 3-D tracking information at the single particle level.

The CTC also helps in identifying sources of missing energy for charged particles

directed towards uninstrumented regions of the calorimeters.

The CTC is a cylindrical chamber of 0.28 m inner radius, 1.38 m outer radius,

and 3.20 m length and covers j�j < 1:0 in pseudorapidity. It consists of 84 layers of

40 �m diameter gold-plated tungsten sense wires arranged into 9 superlayers. Five of

the superlayers have their wires arranged parallel to the beam line (axial). These are

interleaved with four superlayers that have stereo sense wires which are alternately

arranged at �3� to the beam line. The axial superlayers contain 12 sense wire layers

each whereas the stereo superlayers contain 6 sense wire layers, for a total of 4,392

axial and 1,764 stereo sense wires. The axial layers give tracking information in the

r{� plane only while the stereo layers provide information in the r{z plane as well.

Together, the axial and stereo layers measure the full helical path of charged particles

traversing the chamber and bending in the magnetic �eld, yielding momentum and

charge measurements for the tracks.

The superlayers are further subdivided into cells such that the maximum drift

distance across a cell is less than 40 mm, corresponding to about 0.8 �s of drift time,

which is shorter than the time between bunch crossings in the Tevatron (3.5 �s). Two

planes of stainless steel �eld wires de�ne and shape an electric �eld of 1350 V/cm in

each cell. The sense wires lie midway between these with a potential wire separating

each from its neighbor which is also used to control the gas gain on the sense wires.

Figure 2.6 shows a transverse end view of the CTC, showing the cells in each

superlayer and their overlap. There is signi�cant (about 20%) overlap in azimuth

between the cells. All the cells are tilted by 45� with respect to the radial direction

in order to compensate for the Lorentz angle, �, of the drift electrons in the crossed

1.41 T magnetic �eld and 1350 V/cm electric drift �eld, which gives the drift electrons
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Figure 2.6: End view of the Central Tracking Chamber. This schematic shows the
grouping of sense wires into superlayers, as well as the tilt and overlap of the sense
wire cells; every second slot contains sense wires. The �ve superlayers with larger
cells contain the axial wires, alternating with the four layers of smaller cells contain
the stereo wires.

trajectories perpendicular to the radial direction. A bene�t of this tilt is that it

clears up the right-left ambiguity|an ionization electron can approach a sense wire

from the left or right, and there is no instrumentation to distinguish between these

alternatives. However, with the 45� tilt to the drift cells, only one of these two

alternatives will point toward the event vertex for a high-pT track which came from

the event vertex. The tilt also guarantees that every radial high-pT track must pass

close to at least one sense wire in every superlayer. This is exploited in the online

trigger system (see Section 2.9.5). This \zero crossing" condition on the drift times

may be further exploited to help resolve closely spaced tracks.
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A charged particle follows a helical trajectory in the CTC and leaves an ionization

trail in the gas that is picked up as hits on the sense wires. Track reconstruction

is done by �tting these hits to an arc of a helix which gives the track transverse

momentum. The tracking algorithms begin by using information from the axial

wires to �t the particle tracks in the r{� plane. The z-position for the track is

determined from the primary vertex in the VTX and this is used as a seed for

reconstructing the three-dimensional track from the stereo wire information. These

tracks are then projected into the SVX where the additional r{� information is used

to gain a transverse momentum resolution of �pT=pT � 0:001�pT , with pT in GeV=c

(the resolution is � 0:002� pT for the CTC information alone).

Correlations between the multiple neighboring sense wires in a single cell are used

to identify ambiguous or corrupted hit information. Internal data consistency checks

in the pattern recognition algorithm allows resolution of tracks spaced as closely as

about 5 mm. The longitudinal (z) resolution from the stereo wires is about 4 mm,

equal to the position resolution of the calorimetry (see Table 2.3).

2.5.4 Central Preradiator (CPR)

The Central Preradiator (CPR) is positioned just outside the solenoid at 1.68 m in

the radial direction from the interaction point. It is a multi-wire proportional drift

chamber consisting of nearly rectangular cells which are approximately 2 cm wide in

the azimuthal and radial directions. Each chamber of the CPR has 32 sense wires

ganged in pairs and is �lled with argon{carbon-dioxide gas. The CPR records the

passage of charged particles in r{� and is used to distinguish multiple electrons from

photon conversions (
 ! e+e�) in the intervening 1.075 radiation lengths of material

between the interaction point and the CPR; most of the material encountered is in

the solenoid. The CPR is also used for statistical separation of single photons from

multiple photons (from �0 ! 

 decay, for example).



Figure 2.7: A lateral view of one quadrant of the CDF detector, showing the calorime-
ter subsystems and segmentation in pseudorapidity. The position of the Forward
calorimeters is not to scale since they are moved in closer to the central region. The
sharing of towers in the Central Hadronic and Wall Hadronic systems can be seen.

2.6 Calorimetry

The tracking chambers and solenoid are surrounded by calorimeters which provide

2� coverage in azimuth and up to j�j < 4:2 in pseudorapidity. The calorimeters are

split into electromagnetic (EM) and hadronic (HA or HAD) elements and are sepa-

rated into three main detector regions de�ned by their pseudorapidity coverage: the

Central region containing the CEM and CHA as well as a Wall Hadron calorimeter

(WHA), the Plug region containing the PEM and PHA and the Forward (and back-

ward) region containing the FEM and FHA. The CEM also contains strip chambers

(the CES) which measure transverse shower developments and improves the position

resolution. This hybrid design combines the good energy resolution of a scintillator

system (the CEM) with the �ne segmentation of a gas layer (the CES).

These detectors subsystems will be discussed below in further detail. Table 2.3
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Position
j�j Energy Resolution Resolution Thickness

Calorimeter coverage �(E)=E [cm2]

Central EM 0 { 1.1 13.5%/
p
ET � 1.7% 0:2 � 0:2 18 X0

Central HAD 0 { 0.9 75%/
p
ET � 3% 10 � 5 4.5 �0

Wall HAD 0.7 { 1.3 75%/
p
ET � 3% 10 � 5 4.5 �0

Plug EM 1.1 { 2.4 28%/
p
ET � 2% 0:2 � 0:2 18 { 21 X0

Plug HAD 1.3 { 2.4 130%/
p
ET � 4% 2 � 2 5.7 �0

Forward EM 2.2 { 4.2 25%/
p
ET � 2% 0:2 � 0:2 25 X0

Forward HAD 2.3 { 4.2 130%/
p
ET � 4% 3 � 3 7.7 �0

Table 2.3: CDF calorimeter information. Energy resolutions quoted are for inci-
dent electron and photons for the EM calorimeters and for isolated pions for the
HAD calorimeters. The � indicates addition in quadrature of the energy depen-
dent and constant systematic uncertainties. The position resolutions are averages
for the calorimeter subcomponents. X0 refers to radiation lengths, quoted for the
EM calorimeters, and �0 refers to interaction lengths or attenuation, quoted for the
HAD calorimeters. These are de�ned in a similar way. A radiation length is the
distance over which the average energy of a high-pT electron decreases by a factor
1=e, due to bremsstrahlung in the nuclear Coulomb �elds. One interaction length is
the depth at which, of N neutral incident particles on a material, all but N=e will
have interacted with a nucleus of the absorbing material.

summarizes the pseudorapidity coverage, energy and position resolutions, and thick-

ness of each of the calorimeter subsystems. The relationship and positions of these

detector subcomponents can be seen in Figure 2.7 which shows a close-up lateral

view of the CDF calorimeters. Each calorimeter subsystem is further segmented in

pseudorapidity and azimuth to form a projective tower geometry which points back

to the geometric center of the detector with a segmentation of 0.1 units in pseudora-

pidity by 15� (central) or 5� (plug and forward) in azimuth. The segmentation and

nominal coverage for the various detector subsystems is shown in Figure 2.8 for one

quadrant.

Neutral particles and charged particles with a transverse momentumgreater than

about 350 MeV/c will have a trajectory that takes them out of the solenoid's mag-

netic �eld and into the CDF calorimetry. The particles deposit their energy in

the sampling calorimeters which gives a measure of their energy. Each tower in a

calorimeter has an electromagnetic element, followed by an hadronic element which
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Figure 2.8: Schematic map showing the �{� coverage of the CDF calorimeters for
one quadrant. The EM calorimeters have complete coverage out to � = 4.2. The
shaded area shows areas which have only partial coverage for the HAD calorimeters
due to the low beta quadrupoles and the black areas have no coverage due to the
hole for the beampipe.

allows the comparison of the amount of energy deposited in each to be made for any

individual tower. This facilitates the identi�cation of electrons, photons and pions.

The absorber in all the electromagnetic calorimeters is lead, due to its high Z-value

which promotes electromagnetic showers and iron (steel) is used in all the hadronic

calorimeters due to its good structural strength for building large devices.

The detectors are sampling calorimeters with the absorber sheets interleaved with

layers of either plastic scintillator (in the central) or gas proportional tubes (in the

plug and forward) as the active media.

The active medium in the central calorimeters is plastic scintillator: polystyrene

in the CEM and acrylic in the HAD elements. The scintillator is doped with wave

shifting 
uors which convert the scintillator light into green light of 490 nm which

is collected via light pipes that direct the emitted light onto photomultiplier tubes

(two per module). Gas proportional chambers are used in the plug and forward

calorimeters since the light guides needed for a scintillator based system would have

introduced substantial dead/hot regions2. The proportional chambers use a gas

2For Run 2, scheduled for the year 2000, the plug's active mediumwill be scintillating �ber which
avoids the need for light guides
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mixture of 50%/50% argon/ethane with a small amount of isopropanol (< 1%) as

the quenching agent to prevent wire aging and to control the onset of glow discharges.

The resolution of sampling calorimeters (HAD and EM) is usually dominated by

sampling 
uctuations, leading to the resolution �=E scaling inversely as the square

root of the incident energy. The energy resolutions quoted in Table 2.3 give the ET

dependent resolution summed in quadrature with a constant resolution uncertainty

term determined by the calorimeter characteristics.

The CDF hadronic calorimeters are non-compensating as their response to �0's

di�er from their response to other hadronic showers components. This is because

�0's decay early and predominantly into two photons which do not lead to a hadronic

cascade shower. This, in part, accounts for the worse performance of the hadronic

calorimeters as compared to the electromagnetic calorimeters at CDF. The energy

measured for a jet depends on how the jet 
uctuated and what fraction of the jet


uctuated into �0's. The CDF hadronic calorimeters have been designed for 95%

containment of 50 GeV=c pions. Therefore, higher momentum particles can \punch

through" the calorimeter without depositing all their energy, again leading to a

degradation in the energy resolution.

2.6.1 Central Calorimeters (CEM/CES/CHA/WHA)

The central calorimeters are divided azimuthally into 24 wedges, each covering 15�

in � and extend about 2.5 m along the beam axis on either side of z = 0. The

modules are stacked into four free-standing \C"-shaped arches which can be rolled

into and out of the detector for access to the inner components. One wedge module

is notched to allow access to the superconducting solenoid. The sum of the cracks

every 15� in � where the wedges meet and the gap at z = 0 represents only 4.8% of

the complete azimuthal coverage.

Each module of the Central EM calorimeter (CEM) [141] is divided into 10 pro-

jective towers, each subtending 0.10 units of pseudorapidity and pointing back to the

nominal interaction point. Figure 2.9 shows a schematic of one CEM module. The

CEM starts at a radius of 173 cm and is 35 cm thick. It is composed of 31 layers of
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Figure 2.9: One wedge of the central calorimeter showing a CEM module in the
lower half of the wedge with its light-guides. The ten projective tower geometry and
the placement of the CES strip chambers are also indicated.

3.175 mm thick lead absorber interleaved with 5 mm thick layers of polystyrene scin-

tillator. There are two wavelength shifters per tower, one on each side in azimuth,

that direct the green waveshifted light to photomultiplier tubes.

Embedded in each CEM module, between the eighth lead layer and ninth scintil-

lator layer, which corresponds to about 5.9 radiation lengths, is the Central Electron

Strip chamber (CES). This is a combined strip-wire gas proportional chamber which

is used to measure the positions and transverse shower shapes of electromagnetic

clusters in both z and r{�. Figure 2.10 shows a schematic diagram of the CES. The

depth of the chamber in the CEM corresponds to the approximate maximumaverage

transverse development of an electromagnetic shower. There are 128 strips that lie

perpendicular to the beam direction, that function as cathodes, and 64 anode-wires,

ganged in pairs, that lie parallel to the beam direction. These measure the shower

pro�le in the � and � directions respectively, with a position resolution of about



Figure 2.10: Schematic diagram of the Central Strip Chambers.

�2 mm in both views, independent of the incident particle's energy. Combining in-

formation from this chamber with the CPR (see Section 2.5.4) improves the position

resolution for electromagnetic showers that develop early.

The CES also provides position information for the identi�cation of photons

within particle showers. This is used to identify the neutral components in a hadronic

tau decay, which consist mostly of �0 ! 

 (see Sections 3.1 and 5.2.2).

After the CEM come the Central HAD (CHA) and Wall HAD (WHA) calorime-

ters [142]. Each tower in the CEM is matched by a hadronic tower. The coverage

for these two detectors is given in Table 2.3 and a single central calorimeter wedge is

shown in the longitudinal and transverse pro�les in Figure 2.11. The central region

is de�ned by towers 0 to 8, with towers 6 to 8 sharing the hadronic portion with

the endwall calorimeter. Towers 9 to 11 (not shown) are completely in the endwall.

Particles coming from the interaction region through this intermediate region will

therefore pass through both the CHA and the WHA. The CHA is constructed from

32 layers of 2.5 cm thick steel absorber alternating with 1.0 cm thick plastic scintil-

lator, for the inner seven towers. The WHA is constructed from 15 layers of 5.1 cm

thick steel absorber alternating with 1.0 cm thick plastic scintillator.

The extra thickness of the WHA steel layers compared to the CHA is to account

for the fact that a particle with a given ET will have on average
p
2 times more

total energy going through the WHA, which is in the more forward direction, than

a particle with the same ET passing through the CHA.
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Figure 2.11: One module of the Central Calorimeter showing the ten projective
towers for the CEM and the placement of a Central Muon Chamber (CMU) module.

The central and wall calorimeters were calibrated using radioactive sources, cos-

mic rays, and test beams of 50 GeV=c particles | electrons for the CEM and

charged pions for the hadronic elements. Long termmonitoring of both the CEM and

CHA/WHA detectors is achieved through the use of radioactive sources and light

sources to check on the aging of the scintillators and phototubes. Gamma rays from

individual 137Cs sources on each module are used to maintain the scintillator gain

calibration over long time periods in both electromagnetic and hadronic elements.

A 60Co source which is automatically driven on a track is used to set the photomul-

tiplier gains. For the CEM, short term variations are monitored by a xenon-
asher

system that tests the response of the waveshifters to light. A light-emitting diode

system injects green light into the CEM phototubes via quartz �bers to check on

short term variations and a nitrogen laser is used in a similar way for the hadronic

phototubes. During Run 1, source runs were done about once a month and the
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asher systems were used for daily calibrations.

2.6.2 Plug Calorimeter (PEM/PHA)

The two endplug calorimeters, consisting of the Plug EM (PEM) [143] and Plug

HAD (PHA) [144] calorimeters, �t like end caps into the two 30� holes (as measured

from the interaction point) left by the WHA (see Figure 2.2). There is a crack at

the interface of the PHA and WHA. Each plug is composed of four azimuthal 90�

quadrants that together encircle the beam pipe. The coverage in pseudorapidity is

1:1 < j�j < 2:4 for the PEM and 1:32 < j�j < 2:4 for the PHA. There is a concentric,

conical hole of opening angle 10� measured from the interaction point for the inner

part of the Plug. Both the PEM and PHA use gas proportional tubes as the active

medium, with cathode pad readout. The gas proportional drift tubes are constructed

of conductive plastic with a square cross section, and are strung with gold-plated

tungsten wire. The tubes are arranged in layers perpendicular to the beam line

giving good thickness and hermeticity.

There are 34 layers of proportional tube arrays arranged in the fan-shaped 1.4 m

radius quadrants, interleaved with 2.7 mm thick layers of lead in the PEM, for a

total depth in z of 50 cm. The strip layers around the shower maximum are four

to �ve times more �nely segmented to be able to examine shower cores in greater

detail. This helps to identify isolated electrons, �0's and low-momentum electrons or

photons overlapping high-momentum jets. As there is only limited tracking available

for the larger � regions (the CTC full coverage is only out to j�j < 1) there are

fewer handles to distinguish electromagnetic showers caused by charged particles

(electrons) or neutrals (photons, �0).

The PHA has 20 layers of proportional tube arrays interleaved with 5.1 cm thick

steel. For both the PEM and PHA, the copper plating on the cathode readout panels

are etched in a pattern of radial lines and concentric arcs to give the projective

tower geometry segmentation of 5� in azimuth (�) and 0.09 in pseudorapidity (�).

Figure 2.12 shows an exploded view of one quadrant of the PEM showing the copper

cathode pad etching. The energy and position resolution for the Plugs are given in
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Figure 2.12: One quadrant showing an exploded view of the Plug Electromagnetic
Calorimeter. The cathode pad segmentation in � (radial lines) and � (arcs) is shown
on the lower layer.

Table 2.3.

2.6.3 Forward/Backward Calorimeters (FEM/FHA)

The forward and backward regions contain the Forward EM (FEM) [145] and For-

ward HAD (FHA) [146] calorimeters. The FEM is located about 6.5 m from the

interaction point and extends about 3 m on a side and 1 m in depth. Both the

FEM and FHA cover 2:2 < j�j < 4:2 in the familiar projective geometry and use

gas proportional drift tube chambers with cathode pad readout, similar to the plugs.

Again, there is a crack between the plug and forward calorimeters in pseudorapidity.

These chambers are not utilized directly in this dissertation as only detected

objects out to j�j < 2:0 are used in the analysis.

2.6.4 Calibration of the Gas Based Calorimeters

The gas gain of the proportional chambers in the gas-sampling calorimeters (the Plug

and Forward) is a sensitive function of temperature, pressure, high voltage and gas

composition. This a�ects the energy calibration. The gain is continuously monitored,

to better than 1%, via a number of special gas monitor drift tubes identical to the

normal drift tubes and distributed among them within the same gas vessel. The
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monitoring tubes are irradiated by 5.9 keV gamma rays from 55Fe sources carried

on external wires a�xed to the tubes.

A test beam was used to calibrate and map the gas calorimeters. The Plug

calorimeters were tested with 100 GeV=c incident electrons for the PEM and charged

pions for the PHA. The Forward calorimeters were calibrated with particles with a

momentum range of 20{200 GeV=c, with electrons used for the FEM and a combi-

nation of pions, electrons and muons for the FHA.

2.7 Muon Chambers

Muons are penetrating, hence act as minimumionizing particles in the CDF calorime-

ters. Muons of pT > 1:5 GeV=c have su�cient momentum to pass through the

calorimeters and enter the muon tracking chambers that surround the calorime-

try. The central muon chambers consist of the Central Muon (CMU) and two new

chambers added in 1992 before the run: the Central Muon Upgrade (CMP) which

improves the muon identi�cation and triggering e�ciencies and the Central Muon

Extension (CMX) with scintillators (CSX) which extend the muon coverage. An

�{� coverage map for the central muon systems is shown in Figure 2.13. The CMU

and CMP cover a pseudorapidity of j�j <� 0:6 and the CMX, 0:62 < j�j < 1:0. There

are also the Forward Muons (FMU) systems in the forward and backward regions,

covering 2:0 < j�j < 3:6. All these systems are proportional drift chambers which

measure charged particle tracks. A 50/50 mix of argon/ethane gas is used in all the

chambers, bubbled through either ethanol (CMU and CMP) or isopropanol (CMX)

at �5� C as the quenching agent.

The chambers were tested and calibrated with cosmic-ray muons and in a pion

test beam. Gamma rays of 5.9 keV from 55Fe sources are used to monitor the gas

gain during running.

Muon identi�cation is accomplished through reconstructing tracks, called muon

stubs, from the hits in the chambers. For the central detectors, these stubs are

matched with tracks found in the CTC (see Section 2.5.3). These chambers and
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Figure 2.13: Muon coverage for the central CDF muon chambers in pseudorapidity
(�) and azimuth (�).

their operation are described in further detail below.

2.7.1 Central Muon Chamber (CMU)

The 48 Central Muon Chamber (CMU) modules [147] consist of four layers of single-

wire drift cells attached to the outside of the central calorimeter wedges at a radial

distance of 3.47 m from the beam axis. Figure 2.11 shows the placement of the muon

chambers in relation to the central calorimeter elements in one wedge. Each muon

module covers 12.6� in azimuth (of the 15� wedge), with 2.26 m long drift cells in

z, giving coverage in pseudorapidity of j�j < 0:63. The 2.4� gaps between the CMU

modules in adjacent wedges and the gap between the two calorimeter arches at � =

0 lead to a total coverage of 84% for the CMU for the j�j < 0:63 region.
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Figure 2.14: One tower of the CMU showing the arrangement of the four planes of
drift tubes in a view along the beam direction. Alternating layers' sense wires have
a 2 mm o�set in their azimuthal position. A particle traversing through one muon
tower and the associated drift times are also shown.

Each of the CMU modules is further segmented in � into 3 towers of 4.2� each.

One of these towers (consisting of 4 � 4 rectangular aluminum drift cells) is shown

in Figure 2.14. The 50 �m stainless steel sense wire located at the center of a drift

cell is held at +3150 V while the drift cell walls are held at �2500 V. This produces a
roughly uniform time-to-distance relationship throughout the cell with a maximum

drift time of approximately 1.2 �s. A muon tower consists of four of these drift

cells, one in each layer. One pair of sense wires, from alternating layers, lies on a

radial line passing through the interaction point. The other pair of wires are o�set

by 2 mm in azimuth from the radial pair. This helps resolve the left-right ambiguity

as to which side of the sense wires the muon passed by determining the hit sequence

on the sense wires.

Tracks are reconstructed in the r{� plane with an intrinsic r.m.s. resolution of

0.25 mm using the drift time information for the hits in the 4 layers. Position

informationwith a r.m.s. resolution of 1.2 mm in the z coordinate is obtained through

division of the charges read out at either end of the sense wires. A muon stub is

formed if a track is measured in at least 3 of the 4 layers in a muon tower. If this

stub matches a CTC track then this track is classi�ed as a muon candidate.

A rough transverse momentum(pT ) measurement for the muon track can actually
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be made from the track azimuthal angle with respect to the sense wires, obtained

from timing di�erences between alternating layers.

The calorimeters in front of the muon chambers act as absorbers and present

an average of 5.4 interaction lengths for pions before they reach the CMU. Punch-

through on the order of 1 hadron in 220 will occur however when a hadron passes

through all the material in front of the CMU without interacting and leaves a track

in the muon chambers; these hadrons form a signi�cant source of background for

muon identi�cation.

2.7.2 Central Muon Upgrade (CMP)

Outside the CMU, the Central Muon Upgrade (CMP) [148] sits behind further shield-

ing for extra hadron absorption. There are two 60 cm thick walls of steel on the sides

of the detector, covering the � regions �45� to 45� and 135� to 225�. The steel re-

turn yoke of the solenoid provides shielding for the top (45� < � < 135�) and bottom

(255� < � < 315�) of the detector of roughly the same thickness as the side walls.

Behind this extra shielding there are four layers of drift tubes of similar construction

to those in the CMU, making up the CMP. There are gaps in the CMP coverage for

the � regions 80�{100� and 260�{280�. The pseudorapidity coverage, j�j < 0:60, is

roughly the same as for the CMU with about 76% of the CMU's azimuthal coverage.

The �{� map in Figure 2.13 shows this more clearly.

The extra shielding almost doubles the hadron interaction length which reduces

the hadronic background in this chamber compared to the CMU but also raises

the threshold for detectable muons to a transverse momentum of about 2.2 GeV=c.

About 95% of the hadrons making it to the CMU are stopped by this extra shielding.

2.7.3 Central Muon Extension (CMX)

Muon coverage is extended out to j�j < 1:0 by the Central Muon Extensions (CMX),

which are a logical extension of the CMU. These consist of drift chambers (CMX)

and two layers of scintillator counters (CSX) [149] which are used for triggering. The

CMX modules [150] are mounted on four tall identical \arches" that each hold eight
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wedges covering 15� each in azimuth, arranged on the frustum of a cone with its

apex at the nominal interaction point. The CMX covers only 240� in azimuth with

a 30� gap at the top and a 90� gap at the bottom of the detector. The coverage

in pseudorapidity is 0:6 < j�j < 1:0. Figure 2.1 of the CDF detector shows the

placement of these arches around the central detector and Figure 2.13 shows the

coverage.

A CMX module consists of four logical layers of 12 tubes for each 15� wedge.

The drift tubes are of very similar construction to the CMU and CMP modules,

only shorter (1.8 m). Successive layers are staggered to eliminate ambiguities.

Particles heading toward the CMX pass through more material than those head-

ing towards the CMU, which leads to a larger pion interaction length on average

(� 6:8�0) than for the CMU. Consequently, the minimum detectable muon trans-

verse momentum is also slightly higher (> 1:7 GeV=c). The position resolution in

azimuth for the CMX is about 0.27 mm.

There are four 2.2 cm thick Central Muon Extension Scintillator Counters at-

tached to either side of each CMX module. Each scintillator is read out by a pho-

totube. Coincidences between these counters and hits in the CMX are used online

in the trigger at Level 3 (see Section 2.9.5) and o�ine to identify muon candidates

and to reject background. Tracks from particles scattered from the beamline or o�

the face of the forward calorimeters are also vetoed using the timing of the CSX as

their hits arrive too long after the bunch crossing.

2.7.4 Forward Muon Chambers (FMU)

The Forward (and Backward) Muon Chambers (FMU) [151] consist of pairs of 3.8-

m-radius circular magnetized steel toroids with three sets of gas drift chambers and

two planes of scintillation trigger counters. The FMU is segmented in r{� and has

a coverage in pseudorapidity of 2:0 < j�j < 3:6. Muons are bent in the toroidal

magnetic �eld (1.4 T at r = 2.0 m) yielding a momentum measurement with 13%

resolution and a position measurement with resolution 0.13 mm. These chambers

are not used in this analysis.
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2.8 Beam-Beam Counters (BBC)

The Beam-Beam Counters (BBC) [129] are two planes of small scintillation counters

mounted on the front of the forward and backward calorimeters, covering 3:24 � j�j �
5:90 (0:32� < � < 4:47�) at a distance of 5.8 m from the interaction point. Coincident

hits in both counters, in time with the passage of the proton and anti-proton bunches

through the detector, serve as both a minimum bias trigger, indicating that some

sort of beam-beam interaction occurred, and as the primary luminositymonitor. The

timing window used is 15:0� 0:2 ns around the bunch crossing. The rate (number)

of coincidences in these counters, divided by their e�ective cross sectional areas, is

what gives the instantaneous (integrated) luminosity delivered to the B0 interaction

region (see Section 4.8).

2.9 Data Acquisition and Trigger Systems

2.9.1 Overview

With the Tevatron operating with six proton bunches colliding with six anti-proton

bunches for Run 1, bunch crossings occurred every 3.5 �s in the center of the CDF

detector, corresponding to a rate of 285 kHz. At the operational luminosity of

L � 1031 cm�2s�1 for Run 1, and a total pp cross section of � 50 mb, more than

one pp interaction is expected per crossing on average (n = � � L/rate ' 1:6), with

each bunch crossing termed an event as far as the data and triggering systems are

concerned.

The CDF data acquisition system (DAQ) therefore has to contend with a few

hundred thousand events per second, a formidable task. Most pp interactions are

di�ractive, giving rise to minimum bias events which have no high-pT end-products

and are of lesser interest. Events considered interesting to most CDF analyses tend

to produce high-pT particles and have very small cross sections. For example, the

total cross section for the production of a W boson, �(pp! W +anything), is about

25 nb, which means only one W event is created about every 4 seconds during beam
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collisions. As the top pair production cross section is only about 5 pb, only one tt

event is expected every 5 hours. Note that due to detector acceptances and trigger

e�ciencies, only a small fraction of these rare events are actually recorded by the

experiment.

The other interesting physics processes, such as the production of the heavy

charm and bottom quarks, have relatively high cross sections (and therefore rates)

but still can be swamped by the much higher rate for the production of the lighter

quarks (u, d and s) in pp interactions.

To limit the amount of data that needs reprocessing, a sophisticated online trigger

system is employed to select interesting events in real time from the data stream for

storage. CDF can only record data to permanent storage media (8 mm tape for

Run 1A or disk staged to tape for Run 1B) at a maximum rate of a few events per

second. We therefore need a rejection factor of about 104{105, while maintaining

high trigger e�ciencies for the desired types of events.

Another design concern for the DAQ is to minimize the deadtime which is the

time during which event information is read out of the detector electronics. During

this time, the trigger systems can not react to a beam-crossing. Since every pp

interaction has equal chance of producing an interesting event, it is important to

be able to examine as many of the beam-crossings as possible and as quickly as

possible. A three-tier trigger system has therefore been developed at CDF where,

progressively, each level examines fewer events in greater detail than the previous

level. This allows \uninteresting" events to be rejected quickly at the initial trigger

levels and gives more time for the later, more sophisticated, trigger levels to scrutinize

potentially interesting events more closely before accepting or rejecting them.

The Level 1 and 2 triggers are implemented on custom-designed trigger boards

and the Level 3 trigger is implemented in software running on commercial computing

systems. The DAQ controls two parallel data paths, one fed by fast-out analog signals

from a subset of the CDF detectors into the hardware trigger systems (Levels 1 and

2) while the other uses fully digitized signals coming from scanners reading out all

the detector electronics and sending these data to the Level 3 trigger system.
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Level 1 examines every event and makes a trigger decision within the time be-

tween beam crossings (3.5 �s) and is therefore deadtimeless. Level 1 accepts about

1{2% of events, reducing the event rate from a few hundred kHz to a few kHz.

If Level 1 accepts the event, the event is passed on to Level 2 which takes about

25{35 �s to process it so that during this time the next 7{10 bunch crossings are

ignored by the DAQ. There is no bu�ering (i.e. storage of events in a queue before

processing), at this level so the Level 2 trigger decision accounts for a few percent

deadtime. The Level 2 accept rate was limited to a peak rate of about 22 Hz for

Run 1A and about 40{55 Hz for Run 1B, in order not to swamp the DAQ.

If Level 2 accepts the event, a signal is sent to the front-end electronics on the

detector to digitize the event and the scanners then read out the full event. The

digitization and scanning takes about 3 ms, accounting for another few percent

deadtime. The scanners can bu�er events, so once the event is read out, the DAQ

system is live again and can trigger on a new event. The fully digitized event is sent

to the Level 3 trigger system which runs event reconstruction software consisting of

physics algorithms to determine if the event should be accepted or rejected. The

reconstruction algorithms run in Level 3 are a subset of those used o�ine, with

simpler and faster tracking algorithms used due to the time constraints (see Chapter 4

for details of the event reconstruction). Level 3 takes on the order of one CPU second

to process an event. The Level 3 output peak rate was about 5{7 Hz for Run 1A

and about 10 Hz for Run 1B. Level 3 bu�ers events and processes them in parallel

and usually contributes no deadtime. If an event passes Level 3, it is tagged for data

logging. Separate processes (termed consumers) log the data to tape and do online

monitoring of data quality and of detector subsystem performance.

The details of the design and internal operations of the various trigger levels are

discussed separately below in Sections 2.9.3{2.9.5.

The data acquisition system underwent substantial upgrades between Runs 1A

and 1B to handle the increased data rates due to the increased luminosity of the

Tevatron. The trigger data paths for the Levels 1 and 2 triggers remained essentially

the same but the full digitized data path from the electronic scanners onward was
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replaced. An outline of the Run 1A DAQ, which has been described in detail else-

where [152], is given in Appendix C, followed by a somewhat more detailed account

of the upgraded system for Run 1B. As the CDF collaborators from Rutgers Uni-

versity (including myself), were responsible for the Level 3 systems for Run 1, I also

present a detailed description of the upgraded Level 3 trigger system for Run 1B in

this appendix.

2.9.2 Trigger Tables and Prescales

A trigger is a collection of physics requirements designed to select speci�c kinds

of events. Event selection criteria for the three trigger levels are determined by a

trigger table which determines the software modules that are run to make a trigger

decision (the trigger logic path) and the thresholds for criteria that are used both

in the hardware and software in making these decisions (termed cuts). The trigger

table text �le is parsed by the DAQ at the beginning of a run and the thresholds

are downloaded to the hardware triggers and scanners. Calibration constants are

downloaded to the hardware at the same time. These remain constant during a

run which lasts for a Tevatron store or part thereof. Detector calibration data are

recorded between Tevatron stores and the calibration constants are updated in be-

tween runs. The thresholds and trigger paths used in a run are documented to assist

o�ine reconstruction, trigger e�ciency measurements and luminosity calculations.

For most of the data collected over Run 1 the trigger table remained essentially

the same. Special runs were also occasionally recorded with trigger tables that had

special triggers designed for particular physics processes or to establish a baseline

dataset for use by many analyses.

Individual trigger paths can be prescaled in the Level 2 or Level 3 trigger systems

which that means only a certain fraction of the number of times the trigger is passed

are accepted. This is done to keep an acceptable livetime for the experiment without

raising trigger thresholds too high, and to allow many trigger paths for a diverse
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physics program.3 Some of these prescales are automatically altered during a run to

pass a higher fraction of events as the beam's luminosity falls over a store, allowing

the maximum use of the available data bandwidth.

As the cross section for any physics process falls rapidly with increasing pT ,

most pp interactions yield events with low momentum end-products. Most trigger

paths therefore required objects with at least 5{10 GeV of energy (or momentum)

to gain enough purity for the interesting high-pT events. The trigger thresholds

and e�ciencies used for the data selection for this dissertation will be discussed in

Chapter 4.

2.9.3 Level 1 Trigger

The Level 1 trigger can only examine very simple event quantities as it needs to make

a decision in the relatively short time between bunch crossings (3.5 �s). There is no

event bu�ering at this stage. Level 1 is implemented in custom hardware and uses

the analog fast-outs to compare calorimetry and muon detector readouts to trigger

thresholds. This is done in parallel paths on separate hardware boards which do

the summation and comparison with di�erent thresholds for the di�erent detector

subsystems. The separate trigger decisions for each subsystem are sent to FRED

(see Appendix C) which makes the �nal Level 1 trigger decision. A large deposit

of energy (> few GeV) in the calorimeters (electromagnetic or hadronic) or a hit in

the muon chambers is an indication of a hard pp scatter. There is no inner tracking

information available at this level.

The Level 1 (and Level 2) trigger uses trigger towers for looking at the calorime-

try, which span a width of about 15� in azimuth (�) and 0.2 in pseudorapidity (�).

This corresponds to two physical towers in � and one physical tower in � for the cen-

tral calorimeters or three physical towers in � for the plug and forward calorimeters.

The general calorimetry trigger (used for all jet physics analyses) required a single

trigger tower over some ET threshold (this will be discussed in Section 4.2.1).

3There are 128 trigger bits available divided approximately into 10/40/70 for the Level 1/2/3
triggers. Each bit can potentially code for a di�erent physics process.
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The event rate (accept rate) out of Level 1 is a few kHz which is determined by

the trigger thresholds. These are set so as not to swamp the Level 2 trigger yet to

keep reasonable energy thresholds for the interesting physics.

2.9.4 Level 2 Trigger

The Level 2 trigger also consists of custom-built hardware and again uses the fast-

outs from the readout electronics. However, it has more programmable hardware,

including two DEC Alpha processors added for Run 1B, and can therefore cut on

aggregate quantities which are more closely identi�ed with physics objects (such as

photons, leptons and jets) than the individual detector components quantities. The

maximum Level 2 accept rate for Run 1A was determined by the rate the Event

Builders (see Appendix C) could handle, which was about 22 Hz. For Run 1B the

Level 2 accept rate was about 40{55 Hz which was governed mainly by the electronics

readout times and the processing power available in Level 3. See Appendix C for

a more detailed discussion. The trigger thresholds and prescales were tuned to

achieve these rates while still maintaining good acceptance for the interesting physics

processes.

The Level 2 trigger hardware makes trigger decisions based on various quantities

such as jet clusters, the scalar sum of the total transverse energy (
P
ET ), the missing

energy ( 6ET | see Equation 2.7), two-dimensional tracks in r{� from a hardware

track �nder (CFT| see below), and matching of these tracks to calorimetry clusters,

to muon stubs and to the output of a neural-net used on electromagnetic clusters to

isolate photons (and used on hadronic clusters for taus in Run 1B).

Level 2 calorimeter clusters are identi�ed by an algorithm which looks for trigger

towers over a seed threshold (ET > 3 GeV) and then adds adjacent trigger towers

over a shoulder threshold (> 1 GeV) to the cluster. Electromagnetic clusters are

distinguished fromhadronic jet clusters by comparing the ratio of the electromagnetic

energy to the total energy in the cluster.

The Central Fast Tracker (CFT) [153] is a hardware track �nder that uses the

axial superlayers in the CTC (see Section 2.5.3) to �nd two dimensional tracks in
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r{� for use by the Level 2 trigger. As the CTC sense wire planes are rotated by

45� relative to the radial direction, the ionized electrons left by a passing charged

particle have roughly azimuthal drift trajectories in the applied magnetic �eld from

the superconducting solenoid. A high-pT track will be roughly radial and will pass

close to at least one sense wire plane in each superlayer. The prompt hits generated in

these sense wires are characterized by their small drift time after the bunch crossing.

The CFT uses an 80 ns coincidence gate to collect all these prompt hits. Delayed hits

are collected from the other sense wires with a coincidence gate of 500{600 ns after

the bunch crossing, where the timing is set to allow two delayed hits per superlayer

for high-pT tracks and corresponds to drift distances of about two-thirds the width

of a CTC cell.

Tracks are formed from the hit patterns, called roads. Starting from a prompt

hit in the sense wire of the outermost superlayer (superlayer 8) 32 roads are searched

inward through the CTC for hits, split into eight pT bins and two azimuthal bins

for each curvature direction (positive or negative charge track), which gives coverage

over the entire momentum range above 2.5 GeV=c. The CFT normally takes about

8 �s to complete its track list. The high-pT track information is typically available

after only about 2.5 �s. From the position of the track and its pT bin, the track can

be matched to calorimeter clusters using a lookup table.

The CFT measures high-pT tracks with very high e�ciency that is independent

of track density. The pT resolution of the CFT is about �pT=pT = 0:035� pT (in

GeV=c). However, as the tracks are based only on one prompt hit out of twelve

possible in a superlayer there is still a sacri�ce in the accuracy due to the time

constraint.

2.9.5 Level 3 Trigger

The Level 3 software trigger was implemented using a \farm" of Silicon Graph-

ics multiprocessor systems running the IRIX operating system | six Power Server

4D/480 series systems with 8 MIPS R3000 CPUs each for Run 1A and four Power

Server and four Challenge series systems with R4000/R4400 CPUs for Run 1B. The
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number and type of CPUs in Run 1B varied during the run as some Challenge sys-

tems were upgraded to 200 MHz processors with 12 CPUs later in the run. The

Run 1A CPU power was benchmarked with the CDF analysis software to be about

1100 VUPs (where 1 VUP is the equivalent of one DEC VAX 11/780 processor and

corresponds to about 1 million instructions per second) and the Run 1B peak CPU

power was over 3200 VUPs.

The Level 3 farm executables ran the same FORTRAN analysis software that

was used o�ine for event reconstruction, with a few modi�cations for speed. Various

software modules are responsible for constructing physics quantities such as tracks

or clusters of energy from the fully-digitized, raw information from the detector. Full

3-dimensional track reconstruction is done using the VTX and CTC information but

no SVX information is used due to the time constraints. The track reconstruction

algorithm was simpli�ed somewhat as only one pass is made through the tracking

data compared to the o�ine reconstruction where an additional, separate algorithm

makes another pass through the tracking data and the resulting tracks are merged.

The o�ine package also tries to improve the merged tracks by adding unused hits

or removing spurious hits to improve the track resolution. Another di�erence to the

o�ine is that the calibration constants used in Level 3 are those that are available at

the time of the run, which are normally improved later for the o�ine reconstruction.

After the data reconstruction, various analysis and �ltering software modules are

run in separate trigger paths speci�ed by the trigger table. The �ltering modules

select general classes or speci�c types of events such as those with large missing

transverse energies or with a high-pT isolated lepton. These trigger decisions are

compared to the requested events which determine whether an event passes Level 3

and is sent to the consumer processes or is rejected.

As Level 3 bu�ers and processes events in parallel, it usually incurred no dead-

time, as long as there were free bu�ers available to accept events from the rest of

the DAQ. The average time taken to process an event was about 1{2 CPU seconds

for the Run 1A system. As the number of interactions per crossing increases for

higher luminosities, the typical event in Run 1B was more complex, increasing the
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processing time in Level 3, due mainly to the non-linear growth of the time needed

for track deconvolution with increasing number of hits in the tracking chambers.

Therefore, despite the large increase in processor speed, the average event still took

about 0.65{1 CPU seconds in Run 1B.
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Chapter 3

Search Strategy

As discussed in Section 1.2.2, in an extended Higgs sector whereMH� < Mt�Mb, top

quark decays via the channel t ! H+b are possible. This channel would compete

with the standard top quark decay channel, t! W+b, discussed in Section 1.3.3.

The branching fractions for these channels are dependent on the parameter tan �,

the ratio of the vacuum expectation values of the two Higgs doublets, and the masses

of the top quark and charged Higgs boson, as discussed in Chapter 1 and Appendix A.

Figure 3.1 shows an example of a Feynman diagram for the production of a top

quark pair with one of the top quarks decaying via the SM decay t! W�b and the

other via a charged Higgs, t! H+b. The charged Higgs boson subsequently decays

predominantly via cs for tan � <� 1 or via �+�� for tan� >� 1 (see Figure 1.5 for the

relative branching fractions as a function of tan�).

The goal of this analysis is to identify top quark pair production and decays

via the charged Higgs decay channel, where either one or both of the top quarks

decay via a charged Higgs boson and the charged Higgs boson subsequently decays

to a tau lepton. We are therefore only sensitive to regions of the parameter space

where tan� >� 10, where there is a large branching fraction of top quark decays via

the charged Higgs and where the charged Higgs decays predominantly to taus. A

separate analysis has been conducted at CDF for the low tan� region (tan� < 1)

based on the number of top quarks events observed in the dilepton and lepton + jets

search channels [43, 2]. These search channels were described in Section 1.3.3.

The analysis conducted here is based on events that are selected online during

data acquisition for the large energy misbalance in the events, termed missing trans-

verse energy (6ET | cf. Equation 2.7). This data set is used because we expect a
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Figure 3.1: Feynman diagram depicting tt production with subsequent decays to
charged Higgs and W bosons.

large fraction of the momentum from the top decays to be in the form of neutri-

nos from the charged Higgs and tau decays. These neutrinos escape the detector

resulting in an energy misbalance for the events of interest. The data selection and

reprocessing are discussed in detail in Chapter 4.

After data selection and the reconstruction of the event quantities, we uniquely

assign \objects" in an event to one of �ve categories | photon, electron, muon,

hadronic tau decay or a jet. The jet classi�cation is a catch-all for all objects not

identi�ed as some other object. The detailed identi�cation selection criteria (termed

cuts) used in this analysis are described in Chapter 5. These criteria, apart from

the tau identi�cation, are very similar to those used in other CDF top analyses. We

then look for a decay topology that resembles the top quark decay via a charged

Higgs boson.

The decays and de�ning characteristics of the tau lepton are discussed below, in

particular for the decays to hadronic �nal states. After that, the motivation for the

topologies used in the charged Higgs search are discussed with the detailed event

selection discussion deferred to Chapters 5 and 6. The backgrounds to the search

and the extraction techniques used for the signal are discussed in Chapters 7 and 8,

respectively.



112

Property Value

Mass 1777.0 � 0.3 MeV
Mean lifetime (�) (290.7 � 1.3) �10�15 s
Decay length (c�) 87.2 � 0.5 �m

Table 3.1: Properties of the tau lepton. c� is a measure of the distance a relativistic
tau travels before decaying.

3.1 Decays of the Tau Lepton

The tau lepton properties are listed in Table 3.1. The tau lepton is unique in that it

is the only lepton that is heavy enough to decay into hadrons. Signi�cant improve-

ments in the experimental measurements of the tau decay branching fractions have

been made in the last few years. Most of the branching fractions have an absolute

uncertainty in the range of 0.1 to 0.2%. About 100 decay modes have been identi�ed

and measured. See Reference [8] for the latest details. Table 3.2 lists the most recent

world-average measurements for the major decay modes.

In summary, taus decay to leptonic decay products (e or �) 35% of the time and to

hadronic decay products, consisting mainly of pions and kaons, 65% of the time. Of

the hadronic decays, 77% are to �nal states with one charged decay product, termed

one-prong decays, and 23% are to �nal states with three charged decay products,

termed three-prong decays. Only about 0.2% of the hadronic decays are to �nal states

with �ve or more charged decay products and these are ignored in this analysis. Due

to the di�culties in distinguishing the tau decay modes to leptons from other non-tau

related sources of electrons and muons, we only use the hadronic tau decay modes

in this analysis. A signi�cant proportion of the original tau momentum would also

be undetected in the leptonic decay modes due to the presence of two neutrinos in

the decay chain, increasing the tau identi�cation di�culty.

Tau leptons are much harder to identify at hadron colliders than the other two

leptons, the electron and muon. They are short-lived, so only their decay products

can be detected, and all the decays involve at least one tau neutrino, hence some

of the original momentum of the tau cannot be measured, and in general must be
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Branching
�� ! X��� Ratio (%)

leptonic 35.18 � 0.13

e� �e 17.83 � 0.08
�� �� 17.35 � 0.10

hadronic 1-prong 49.78 � 0.17

�� ! �� �0 25.24 � 0.16
�� 11.31 � 0.15

a�1 ! �� �0 ! �� 2�0 9.50 � 0.14
�� � 3�0 1.28 � 0.10

K� 0.71 � 0.05

K�� ! K
0
�� � 0 neutrals 1.54 � 0.10

K�� ! K� � 1 neutrals 0.94 � 0.10

hadronic 3-prong 14.91 � 0.14

2h� h+ 9.80 � 0.10
(a�1 ! �0 �� ! 2�� �+) (9.44 � 0.10)

2h� h+ � 1 neutrals 5.08 � 0.11
(2�� �+ � 1�0) (2.76 � 0.11)

hadronic � 5-prong 0.13 � 0.02

Table 3.2: A summary of the main decay modes and branching fractions for the tau
lepton decay �� ! X��� , where X� are the modes described in the table. Values
are from the latest PDG �t basis modes [8]. The �+ modes are charge conjugates of
those listed above. The modes have been separated into the leptonic decay modes
and hadronic decay modes which are further separated by the number of charged
particles in the �nal state. Neutrals refer to �0's and K0

L's, and h� refers to ��

(mostly) and K�. Decay modes in parentheses are subsets of the mode above.
Due to rounding, and some minor modes not included in the above, the branching
fractions do not add to exactly 100%. The two resonances a1 and � contribute a
signi�cant fraction of the hadronic decay modes.

inferred from energy and momentum \balancing" in the detector. A typical hadronic

tau decay consists of a narrow jet of particles with one or three charged tracks. The

invariant mass of all the tau decay products (including neutrinos and �0's) should

sum to the tau mass, 1.78 GeV=c2. We use this feature as one of the identi�cation

cuts, discussed in Chapter 5. Since neutrinos are undetected, however, the invariant

mass of all detected tau decay daughters is less than this. We also need to account

for the signi�cant fraction of the tau's original momentum that could be in the form

of �0 mesons which mostly decay electromagnetically to photons.

The jet of particles from a hadronic tau decay is, in general, narrower than jets
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from pure QCD processes and has fewer charged tracks. This con�nement of the

tau energy along with the lower track multiplicity provides a method for separating

hadronically decaying taus from other jets. The decay of the tau in its own rest frame

provides only a certain amount of energy to the decay products and is independent

of the tau momentum. Hence, as a tau becomes more energetic in the lab frame,

its decay daughters subtend an increasingly smaller solid angle due to the Lorentz

boost given the particles by the tau momentum. In contrast, the width and charged

particle multiplicity for a jet from the hadronization of a prompt high-momentum

parton tends to scale with the initial parton momentum due to fragmentation of

the color strings between the quarks. These jets also tend to be less isolated due

to strong interactions between the other partons during hadronization. We use the

narrowness of the tau jets, the low track multiplicity and the isolation to aid in

identifying tau leptons, discussed in Section 5.2.2.

For a typical tau momentum of 40 GeV=c from the decay of a W boson, the

boosted decay length is of the order 
c� = 2:0 mm. This decay length is a little too

short to be reliably tagged as a secondary vertex in the silicon vertex detector. In

contrast, b quark decays of similar momenta give a secondary decay vertex of about

4 mm, but with more charged particles in general from the quark decay and, hence,

yield better tagging e�ciencies.

There have been suggestions that the tau polarization could be used to further

extend the sensitivity of the search for the charged Higgs from the decays of top

quarks at hadron colliders [154]. Due to the V {A nature of the electroweak force,

the weak vector W� boson couples only to left-handed �� states (denoted ��L ) and

the W+ couples only to right-handed states, �+R . However, the charged Higgs boson,

which is a scalar, couples in the opposite manner where theH� couples to ��R and the

H+ couples to �+L . This is a consequence of the helicity 
ip nature of the Yukawa

couplings of the Higgs �elds and holds for all models containing only left-handed

neutrinos (and right-handed antineutrinos). The polarizations of the decay products

from the decay of the W� and H� bosons is shown schematically in Figure 3.2.
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Figure 3.2: Polarization of the tau and tau-neutrino from the decay of W� and H�

bosons, in the rest frame of the bosons. The W is a vector boson (spin-1) whereas
the H is a scalar (spin-0).

The hadronic decays of the tau lepton are dominated by decays to the vec-

tor mesons � and a1 or to the scalar pions. Due to parity violation and the left-

handedness of the electroweak force, the tau-neutrino from the �� decay must be

left-handed (��L) and the �+ decay gives a right-handed ��R . This constrains the

angular momentum distribution for the hadronic decay products, depending on the

handedness of the parent tau. The decay distributions of a ��R are signi�cantly dif-

ferent from those of a left-handed tau, ��L . The most energetic particles from ��L

decays are transversely polarized �� and a�1 mesons, whereas the energetic parti-

cles arising from ��R decays are �� and longitudinally polarized �� and a�1 mesons.

The transversely polarized �� favor equal splitting of the � energy between the two

decay pions, whereas longitudinally polarized ��'s lead to large di�erences between

the energy sharing between the �� and �0.

For the a�1 decay to either �����+ or ���0�0, two of the pions in the �nal

state are identical. Again the transversely polarized state (a�1T ) tends to share the

energy equally among the three pions whereas the longitudinal state (a�1L) favors

con�gurations where one or two of the pions are soft, enhancing the energy for the

third pion.

For ��L decays to ���, the pion is a scalar, hence the neutrino, which is also

left-handed, carries all the spin. The neutrino is therefore emitted preferentially in

the direction of the tau parent and the pion is emitted in the opposite direction (with

1� cos � distributions where � is measured with respect to the tau direction and the

\+" case is for the neutrino), reducing the pion energy in the laboratory frame. The

opposite occurs for the ��R decay, enhancing the observed pion's energy.
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It seems possible therefore that, given enough events and reasonable tau iden-

ti�cation, one could distinguish the heavy boson involved in the top quark decays.

However, the W boson from SM top decay is predicted to be about 70% longitu-

dinally polarized1 from the Lorentz boost [155]. The polarization di�erences are

therefore reduced as the taus from the W boson decay will not be 100% polarized

in the laboratory frame. Monte Carlo studies showed that the Run 1 data did not

provide su�cient luminosity to observe these di�erences. However, the fact that tau

leptons from charged Higgs receive an extra \boost" to the �nal decay products does

enhance the possibility of observing an excess of events in the search channels. These

di�erences could play a more crucial role in future searches with higher statistics.

All the polarization e�ects have been incorporated in the Monte Carlo simulations

for the signal data, as discussed in Chapter 6.

3.2 Charged Higgs Decay Search Topologies

After the Run 1A charged Higgs analysis [94] and with the knowledge that the top

quark was reasonably heavy, this analysis was geared towards looking for more mas-

sive objects than had been done in previous CDF searches. To extend the sensitivity

to charged Higgs production into the region of the measured top quark mass, strict

kinematic and event structure cuts are required to enhance the top decay to charged

Higgs topology. Previous analyses only required 6ET , a tau and a jet with fairly loose

event structure topologies.

Collisions which produce top quark pairs with at least one of the tops decaying

via a charged Higgs boson, result in events with at least one tau, a bottom quark

from each top decay, and large missing transverse momentum from the neutrinos.

If the other top decays via charged Higgs, there will be another tau in the event,

otherwise there will be the decay products of a W boson. Due to the large masses

of the top quarks and bosons, the decay products from a top event should exhibit

1The helicity here refers to the projection of the spin of the W along its direction of motion
in the rest frame of the top quark. The zero helicity or longitudinally polarized state has no spin
projection along its direction of motion.
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reasonable balance and hermeticity in the transverse plane, taking the neutrinos into

account as well. Also, as the bosons are not strongly interacting particles they are

not involved in the strong interactions which form the underlying event. Therefore

particles from the primary decays i.e. the taus and b-quarks tend to be well separated

or isolated and can therefore readily be identi�ed.

One of the key features of the top decays to charged Higgs bosons is the presence

of the energetic neutrinos: from the charged Higgs decays, H+ ! �+� and from the

decay of the tau leptons. We therefore require there to be a substantial misbalance

of transverse energy in the detector (6ET ) which is used both to select events online

as described in Chapter 4 and after the full event reconstruction and object iden-

ti�cation as described in Chapter 5. The neutrinos from the charged Higgs decays

are expected to be well isolated as well, due to the large Higgs mass. There is lit-

tle correlation between the neutrinos and therefore the resultant 6ET vector is still

expected to be large and isolated in general; therefore we apply a 6ET isolation cut,

which helps reject events due to mismeasures of the total energy. As the missing

energy increases however, the chances that it occurs from the mismeasure of jets in

the event decreases and we can relax the isolation requirement, which improves the

signal acceptance without introducing much background.

The tau leptons from the decay of the heavy bosons (W� or H�) are expected

to have high transverse momentum and should be isolated, i.e. well separated from

the other decay products of the two top quarks in a t�t event. However, as discussed

in Section 3.1 above, only about two-thirds of tau leptons decay to hadronic �nal

states and the detection e�ciencies for these taus in top events is only of the order

40{50% (see Section 5.2.3). We therefore only require one identi�ed tau object in our

initial search topology. Requiring only one of the top quarks to yield an identi�ed

tau means we retain acceptance for all the other decay channels of the other top

decay in the event.

The �rst step in this process therefore it to uniquely identify the \objects" in an

event, especially the hadronically decaying tau leptons. The identi�cation cuts used

are discussed in Chapter 5. As discussed above, hadronic tau decays consist mainly
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Figure 3.3: Schematic diagram depicting the two search topologies in the transverse
(r{�) view.

of decays to �nal states consisting of either one or three charged decay products.

Hadronic tau decays are therefore characterized by a narrow shower or jet of particles

with very few charged tracks (low track multiplicity). These characteristics are used

in extracting a tau signal from the extensive background of jets created by the QCD

interactions of the partons in the proton-antiproton collisions with their subsequent

fragmentation and hadronization. It will be shown later in Chapter 7 that the major

background to this analysis is the misidenti�cation of a QCD jet as a hadronic tau

decay | referred to as a tau fake.

The primary search topology, shown schematically in the transverse view in Fig-

ure 3.3a, requires a hadronically decaying tau lepton of ET > 20 GeV, two jets of

ET > 10 GeV each and some other object in the event, also with ET > 10 GeV.

The tau is presumed to come from one of the top quarks decaying via a charged

Higgs, and the two jets from the b jets from the top decays. The other top quark

would decay via either another charged Higgs or a W , resulting in either another tau

(decaying leptonically or hadronically) from the charged Higgs decay or in a lepton

(`�) or two jets (qq0) from the W decay. To gain acceptance for all these channels,

we require one other object in the event (labelled X in the �gure) which can be

either another lepton (electron, muon, or tau) or an additional jet.

To suppress the background even further and enhance the signal, we use the fact

that CDF has managed to identify b quark decays by reconstructing the location
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of the b quark's decay vertex (called a displaced or secondary vertex) in the silicon

vertex detector. This technique is called b-tagging.

The charged particle trajectories reconstructed in the CTC are extrapolated into

the SVX detector to identify the track's hits in the silicon strips. The SECVTX

algorithm (discussed in detail in Section 5.8), which was originally developed by the

Top Group and used in the top quark discovery and measurement, then reconstructs

the secondary decay vertices from these tracks. The algorithm works by iteratively

trying to �t the tracks to displaced vertices taking into account the track impact

parameters relative to the primary vertex and uncertainties in these measurements.

For the charged Higgs search, we require at least one of the jets in the event to

be b-tagged by this algorithm. We call this search channel the �jjX+ b-tag channel.

We allow any of the jets in an event to be tagged; this jet does not necessarily have

to be one of the jets making up the topology requirement. However, we do not

accept any tags for objects identi�ed as leptons. In the top quark analyses using the

SECVTX b-tagging, the e�ciency to tag at least one of the b-jets in a top event with

an identi�ed W boson and three or more jets was about 42 � 5% [55]. We expect

roughly similar e�ciencies in our analysis, due to the similar topologies.

We use Monte Carlo event generators (discussed in Chapter 6) to estimate the

signal e�ciencies (or acceptance). Figure 3.4 shows the transverse energies for the

identi�ed objects in a sample of generated tt! H+bH�b! �+��b�
���b events with

Mt = 175 GeV=c2 and MH� = 100 and 160 GeV=c2, compared to the equivalent

objects from the CDF data sample that are used in the analysis (the data selection

is discussed in detail in Chapter 4). The data consist mainly of background due to

tau fakes.

As the charged Higgs mass approaches the top quark mass, the available energy

for the b quark in the t! H+b decay decreases. This can be seen in Figure 3.4,

for the tt Monte Carlo sample with MH� = 160 GeV=c2 where the jets, especially

the b-jets, are \softer" than for the lower MH� case. The b-tagging e�ciency drops

with decreasing energy (see Section 5.8) and the likelihood of a jet falling below

the transverse energy requirement increases. Concurrently, the tau decay products
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become \sti�er" due to the larger MH�. Therefore, to increase acceptance for these

more massive charged Higgs events, we add an additional independent and non-

overlapping search topology.

This additional channel accepts energetic ditau events with two hadronic tau ob-

jects with ET > 30 GeV, which are not back-to-back in the transverse (azimuthal)

direction. The not back-to-back requirement mainly rejects dijet events (and some

Z0 ! �+�� events). Requiring ET > 30 GeV for both taus reduces the QCD back-

ground dramatically, while retaining reasonable e�ciency for the signal, as can be

seen in Figure 3.5 which shows the two highest ET taus in the MH� = 160 GeV=c2

sample. The 6ET requirements are also applied as we still expect substantial mo-

mentum losses from the neutrinos. This topology is demonstrated schematically in

Figure 3.3b. These events are rejected if they are in the standard �jjX channel to

avoid double counting.

3.3 Expected Backgrounds

In the spirit of \Today's discovery becomes tomorrow's calibration becomes the fol-

lowing day's background.", we use decays of the W and Z bosons to calibrate our

search data, to tune up our tau identi�cation criteria and to check our background

calculations. We also assume some of the information from the top discovery, in par-

ticular the mass measurements, and assume we can estimate the SM contributions

to our signal from the measured SM cross sections. Although the acceptance is small

due to the strict kinematic and topological cuts, SM top decays can contribute to the

two search topologies as long as at least one of theW bosons decays via a tau lepton.

These contributions therefore form an irreducible background to our search which

we subsume as signal and do not subtract out. All signal estimates take into account

all the possible con�gurations of the top decays via either W� or H� bosons.

There are a number of potentially large backgrounds to this search, i.e. processes

that mimic the search signal. The dominant background is from prompt hadronic

jet (QCD) events where one or more of the regular QCD jets 
uctuates to form a
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Figure 3.4: Plots of the transverse energies for the leading tau, the two leading jets
and the next highest ET object in an event. The ET of the jets that are b-tagged in
each sample is shown, as well as the missing ET . Two tt ! H+bH�b Monte Carlo
data samples with MH� = 100 and 160 GeV=c2 and data from the 6ET data set
are shown. Each histogram has been normalized to unit area so only the relative
shapes should be compared. The shaded regions indicate the regions excluded by
the kinematic cuts.
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tt! H+bH�b MC data sample with MH� = 160 GeV=c2. The shaded region is
excluded by the kinematic cuts.

low track-multiplicity narrow cone which gets identi�ed as a hadronic tau decay and

where some of the transverse energy in the event is missed or mismeasured due to

detector e�ects or particles going through uninstrumented regions of the detector.

The other major source of backgrounds is from processes that produce real energetic

and isolated tau leptons. The most signi�cant of these are from the production

and decays of the heavy vector bosons (W� and Z0) in association with other jets

where the bosons decay to hadronically decaying tau leptons. Figure 3.6 shows some

example Feynman diagrams for these processes.

The processes W ! �� + jets and Z ! �� + jets | both next-to-leading order

processes | can enter the sample if the neutrinos in the decay are energetic or some

of the energy in the event is missed. For the �jjX sample one of the jets would also

need to be b-tagged which could either be a fake tag or could be from a real b-quark

decay produced from a radiative gluon splitting into b-quark pairs. The back-to-back

rejection for tau pairs in the ditau sample should reduce the contribution of Z ! ��
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Figure 3.6: Examples of Feynman diagrams for background processes to the charged
Higgs search yielding real tau leptons. The �rst diagram (a) indicates the process
of heavy vector boson production and decays to taus with the additional production
of jets from radiative processes. Processes (b) and (c) indicate diboson production.
There can be radiative contributions to these processes as well.

to the background.

Diboson production (WW , WZ, ZZ) can contribute as well, despite their small

cross sections ( <� 10 pb) as these processes can be sources of real taus, of 6ET and of

isolated, energetic jets from the boson decays.

To account for sources of backgrounds from these heavy vector boson processes,

we estimate the number expected in our data sample using Monte Carlo calculations

and a full simulation of the detector, discussed in Section 7.1. This is similar to the

method used to determine the acceptance for the signal, discussed in Chapter 6.

As mentioned above, the dominant background comes from QCD processes with
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jets faking taus. Although only a small percentage ( <� 1% | see Appendix E) of

energetic, prompt hadronic jets (i.e., jets whose parent particle is a quark or gluon

from the pp interaction) hadronize in a way that resembles a hadronic tau decay,

the much higher cross section for purely QCD processes compared to the production

cross section for top quark pairs means the fakes provide a substantial contribution

to the background. It is di�cult to model these non-perturbative QCD processes

well and current Monte Carlo simulations model these processes phenomenologically,

with varying degrees of success. Instead of relying on these models, we estimate the

backgrounds from these QCD processes directly from our data set. The estimates of

the tau fake rates are discussed in Appendix E and the estimates of the backgrounds

is performed in Chapter 7.

3.4 Extraction of Limits

Once we have a good understanding of the e�ciency for our selection criteria to

accept charged Higgs events and of the backgrounds, we can determine whether we

see an event count that is inconsistent with the background, or, in lieu of an excess

in signal events, set limits on the production of charged Higgs bosons. We set limits

assuming the type II Two Higgs Doublet Model couplings (described in Section 1.2.2)

and the extraction of limits and results are discussed in Chapter 8.
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Chapter 4

Preliminary Event Selection and Data Validation

In this chapter, I present the method used for the initial event selection from the

CDF Run 1 data set and will describe the reprocessing and validation steps that

were made on these data. These data sets formed the basis for the analyses done by

the Tau Working Group at CDF from 1993 to the present.

4.1 Tevatron Run 1

CDF recorded data from the Tevatron running in pp colliding beam mode from late

1992 to early 1996. The run was split into two main parts, known as Run 1A (1992{

93) and Run 1B (1994{95), coinciding with the Tevatron collider runs Run 1A and

1B nomenclature.1 A much shorter run (Run 1C) also took place at the end of 1995

to early 1996 but these data are not used in this analysis. For all of Runs 1A and 1B,

the Tevatron operated at a center-of-mass energy of 1.8 TeV. During Run 1A about

21 pb�1 of data were written to tape with about 30 pb�1 delivered by the Tevatron,

resulting in a data-logging e�ciency of about 70%. During Run 1B about 97 pb�1

were written to tape with about 126 pb�1 delivered, resulting in a data-logging

e�ciency of about 77%. Figure 4.1 shows the cumulative integrated luminosity

delivered by the Tevatron to CDF and the amount logged to tape. The systematic

uncertainties on the luminosity measurements (as discussed later in Section 4.8) are

about 3.6% in Run 1A and 8% in Run 1B.

About 16 million events were written to tape in Run 1A and about 64 million

in Run 1B. Of these, about 2 million went into the Run 1A Exotics XOX1 3P data

1The previous Tevatron collider run at CDF from 1988-89 was relabelled \Run 0".
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Figure 4.1: Plot of integrated luminosity (in pb�1) delivered to CDF and on tape
for the Tevatron Collider Run 1, 1992{96

stream and about 2.5 million into the Run 1B XOXB 5P data stream, the primary

data sets used for the charged Higgs search (see Section 4.4).

The main di�erences in running conditions between Runs 1A and 1B were the

upgrade of the SVX (see Section 2.5.1), improvements and some changes in the

software and triggers used for selecting events online, and the higher luminosity

delivered by the upgraded accelerator complex. All the data from Run 1A and

1B have been reprocessed to form the current data sets, using the same version of

the reconstruction algorithms, as will be described below, with all the accumulated

software improvements and resolution of known detector and calibration problems.

4.2 Selection of the Initial 6ET Data Set

The online trigger system was described in Section 2.9. As described in that section,

the various trigger levels make more and more sophisticated decisions about whether

to accept or reject an event. The data from the online, after being reprocessed

(described in Section 4.5), are split into separate streams of common triggers.

For both Runs 1A and 1B there were speci�c triggers looking for hadronic tau

decays (known as tau triggers) but these are not used for the �nal charged Higgs

analysis. The tau triggers for Run 1A have been used for a tau charge asymmetry



127

measurement by Edward Kuns, another Rutgers University doctoral student, and

these tau triggers are discussed extensively in his thesis [156]. To date, the Run 1B

tau triggers have not been used for a physics analysis. These triggers were based

on a hardware analog neural network that was part of the Level 2 trigger [157] and

most of Run 1B was spent tuning this network which never achieved the desired

e�ciency due to hardware problems, instabilities in the analog neural net weighting

functions and inherent biases in the Level 2 data processing. The hope was to use

these triggers for the charged Higgs analysis but their e�ciencies for the relatively

\busy" top-like events were never considered adequate.

As discussed in Chapter 3, if top quarks decay via a charged Higgs boson with the

charged Higgs decaying subsequently to a tau lepton and a tau neutrino, we expect

a substantial fraction of the energy of the event will be in the form of neutrinos,

both from the Higgs decay and from the tau decay. Hence the 6ET (missing ET )

data stream (XOX) which consists of the 6ET triggers used by many analyses in the

\Exotics2" group seems a likely place to start a search for this signature, given that

there were no reliable tau triggers for Run 1B.

The 6ET triggers that make up the Exotics XOX data streams are described in

detail below. A signi�cant amount of calorimeter energy is required at Level 1,

ensuring that a hard pp interaction occurred. A sum of the calorimeter energies is

performed at Level 2 and 6ET > 35 GeV is required. Level 3 recalculates the 6ET

after removing identi�ed sources of spurious energy deposits. The Level 3 trigger

requires 6ET > 30 GeV and a jet in the event with ET > 5 GeV. A cosmic ray �lter

also rejects events consistent with originating from cosmic rays.

An event passing all these triggers gets written to the XOX data stream after

reprocessing.

2The Exotics group at CDF is the working group for most analyses that involve searches for sig-
natures of processes not described by the Standard Model. The Missing ET triggers are the starting
point for many of these searches as many of these non-SM processes involve, as yet, undiscovered
particles that may not leave large (or any) signature in the detectors. Their presence in an event is
therefore inferred from large amounts of missing ET .
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TRIGGER L1_CALORIMETER_V4

SELECT/VETO LEVEL1_CALORIMETRY_PRESCALE

PARAMETER L1_PRESCALE = 1

SELECT LEVEL1_CALORIMETRY_SINGLE_TOWER

PARAMETER WFEM_TOWER_THRESHOLD > 51. (GeV)

PARAMETER WPEM_TOWER_THRESHOLD > 11. (GeV)

PARAMETER CEM_TOWER_THRESHOLD > 8. (GeV)

PARAMETER EPEM_TOWER_THRESHOLD > 11. (GeV)

PARAMETER EFEM_TOWER_THRESHOLD > 51. (GeV)

PARAMETER WFHAD_TOWER_THRESHOLD > 51. (GeV)

PARAMETER WPHAD_TOWER_THRESHOLD > 51. (GeV)

PARAMETER CHAD_TOWER_THRESHOLD > 12. (GeV)

PARAMETER EPHAD_TOWER_THRESHOLD > 51. (GeV)

PARAMETER EFHAD_TOWER_THRESHOLD > 51. (GeV)

Figure 4.2: Level 1 Calorimeter Trigger for Run 1B. For Run 1A the corresponding
trigger thresholds for most of the run were 6 GeV for the CEM and 8 GeV for all
other EM components and 8 GeV for the CHA and 12 GeV for all other hadronic
components.

4.2.1 Level 1

There were no explicit requirements at the Level 1 trigger system for 6ET as this

is a global quantity and could only be calculated at Level 2. However most of the

6ET triggers did require the standard Level 1 \calorimeter" trigger to be true. This

trigger is true whenever any calorimeter trigger tower read above a certain threshold.

Figure 4.2 shows the Level 1 calorimeter trigger from the trigger table used in

Run 1B, which sets the individual thresholds for each calorimeter component. As

we are relying on 6ET , the central calorimeter plays the major role for our analysis,

so we are most reliant on the trigger thresholds of 8 GeV for the electromagnetic

calorimetry (CEM) and 12 GeV for the hadronic calorimetry (CHA). For Run 1A,

the corresponding trigger thresholds for most of the run were 6 GeV for the CEM

and 8 GeV for all the other EM components and 8 GeV for the CHA and 12 GeV

for all the other hadronic components. All the trigger results are OR'ed together for

the Level 1 trigger decision; therefore if any calorimeter is over threshold, the event

is accepted at this trigger level.
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The trigger thresholds for the plug and forward calorimeters were tuned during

the beginning of Run 1A but the majority of data was taken with the thresholds

shown for the central calorimeters. The earlier thresholds were lower, making them

more e�cient, but the data rate was too high so the thresholds were raised. At

the beginning of Run 1A, beam-beam coincidence (BBC) was also required (see

Section 2.8), indicating that a pp interaction had occurred during a bunch crossing.

Since the average number of interactions per crossing rose to greater than one with

the increase in the average luminosity during the run, this requirement was later

removed.

As the charged Higgs signal depends on extremely massive objects and large

momenta, the Level 1 trigger e�ciency is essentially 100% for this analysis.

4.2.2 Level 2

As we are looking for events where we expect high 6ET , the general 6ET triggers used

by the Exotics group at CDF were used for the charged Higgs analysis [158].

The 6ET trigger used in the trigger table for Run 1A (titled the

MET 35 TEX 2 NOT FWD trigger) is shown in Figure 4.3. There were actually

two similar triggers in Run 1A (the other being the MET 35 NOT GAS trigger)

which operated in a similar fashion and had a fair amount of overlap. The small

loss in e�ciency from Run 1A by ignoring the second trigger is negligible due to

this overlap and the other requirements placed on events in the �nal analysis. This

simpli�es the study of the trigger threshold systematic uncertainties (discussed in

Appendix D). In Run 1B, these two separate triggers were consolidated as the

MET 35 TEX 2 NOT GAS trigger, which is shown in Figure 4.4.

The Level 2 triggers used in Run 1A and Run 1B were very similar. They both

required 6ET > 35 GeV (which is calculated as 6ET
2 > 1225 GeV2 to save time in the

Level 2 software) and at least one Level 2 calorimeter cluster. They also required

the leading calorimeter cluster to have � 2 GeV of electromagneticET which is used

to avoid events where a scattering neutron appears to create a large energy deposit

in the gas calorimeters, known as a \Texas Tower". The Run 1A trigger also did
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TRIGGER MET_35_TEX_2_NOT_FWD

SELECT MISSING_ET

CUT MISSING_ET_SQUARED >= 1225. (GeV**2)

SELECT CALOR_CLUSTER

CUT NUMBER_OF_CALOR_CLUSTERS >= 1

SELECT TEXAS_FILTER ! Cut out "Texas Towers"

CUT HIGH_ET_JET_MIN_EM_ET >= 2.0 (GeV)

SELECT SINGLE_CLUSTER_CUT ! Lead. cluster not fwd

PARAMETER CLUSTER_TYPE = 1 ! highest Et

PARAMETER CLUSTER_QUANTITY = 17 ! Yseed

PARAMETER COMPARE_TYPE = 5 ! >

CUT THRESHOLD = 9 ! (0-9 are fwd West)

SELECT SINGLE_CLUSTER_CUT

PARAMETER CLUSTER_TYPE = 1 ! highest Et

PARAMETER CLUSTER_QUANTITY = 17 ! Yseed

PARAMETER COMPARE_TYPE = 6 ! <

CUT THRESHOLD = 32 ! (32-41 are fwd East)

Figure 4.3: Level 2 6ET Triggers for Run 1A.

TRIGGER MET_35_TEX_2_NOT_GAS

SELECT MISSING_ET

CUT MISSING_ET_SQUARED >= 1225. (GeV**2)

SELECT CALOR_CLUSTER

CUT NUMBER_OF_CALOR_CLUSTERS >= 1

SELECT TEXAS_FILTER ! Cut out "Texas Towers"

CUT HIGH_ET_JET_MIN_EM_ET >= 2.0 (GeV)

SELECT SINGLE_CLUSTER_CUT ! Lead. cluster not gas

PARAMETER CLUSTER_TYPE = 1 ! highest Et

PARAMETER CLUSTER_QUANTITY = 17 ! Yseed

PARAMETER COMPARE_TYPE = 5 ! >

CUT THRESHOLD = 15 ! (0-15: plug and fwd W.)

SELECT SINGLE_CLUSTER_CUT

PARAMETER CLUSTER_TYPE = 1 ! highest Et

PARAMETER CLUSTER_QUANTITY = 17 ! Yseed

PARAMETER COMPARE_TYPE = 6 ! <

CUT THRESHOLD = 26 ! (26-41: plug and fwd E.)

Figure 4.4: Level 2 6ET Trigger for Run 1B.
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not allow the lead cluster to be in the forward calorimeters (calculated from the

seed tower � of the leading cluster from the Cluster Finder { see Section 2.9.4) and

this was tightened in the Run 1B trigger where the lead cluster could not be in the

forward or plug regions and therefore had to be in the central calorimeter.

The cross sections for these triggers were about 300 to 120 nb and scaled inversely

somewhat with the instantaneous luminosity.

4.2.3 Level 3

The main Level 3 trigger used for the charged Higgs data selection was the

EXOB MET 30 COSFLT trigger, shown in Figure 4.5.3 The cross section for this

trigger was about 20{50 nb.

The operation of the Level 3 online trigger system is described in detail in

Appendix C.3. All the digitized detector information is available and a pared

down version of the o�ine event reconstruction algorithm is run on the event. A

\cleanup" module is run after calorimeter clusters are identi�ed, which removes spu-

rious calorimeter responses from single photo-tube spikes, Texas towers, main ring

splashes, etcetera. A jet clustering module then identi�es jet clusters and a tracking

module creates the tracking banks. Note that, due to the time and cpu constraints,

SVX information is not used in constructing tracks or making trigger decisions at

Level 3.

A module METSER [159] (not shown) calculates the missing transverse energy

(6ET ) quantities. At Level 3 all these quantities are calculated assuming the event

vertex is at z = 0. This avoids any biases at the trigger level that might be introduced

if there were any problems in the calibrations or in the vertex �nding algorithms.

A module METFLT is run (as shown in Figure 4.5) which �lters events based on

the Level 3 6ET calculation. The trigger logic for this path �rst requires an event to

have 6ET > 30 GeV; if so, then the leading calorimeter cluster is required to have at

least an ET of 5 GeV. The TRCONTROL lines in the trigger table entry shown in

3This trigger was called the EXO1 MET 30 COSFLT trigger in Run 1A but was identical.
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TRIGGER EXOB_MET_30_COSFLT

SELECT METFLT

PARAMETER SETNAME MET30

EXECUTE TRCONTROL

PARAMETER TALK_TO SETNAME REGTRK1

MODE FILTER

CURVATURE 0.00225 ! Pt> 1 GeV .

NEW CTC OFF

NEW VTC OFF

NEW SVX OFF

ENABLE VTC OFF

ENABLE VTP OFF

ENABLE SVX OFF

ENABLE CDT OFF

SHOW

RETURN

END_TALK

SELECT COSFLT

PARAMETER TALK_TO SETNAME METCOS

MIN_EM_FRAC 0.05

MAX_EM_FRAC 0.95

REGIONAL_TRACKING ON

CALC_QFRAC

EXIT

END_TALK

Figure 4.5: Level 3 6ET Trigger for Runs 1A and 1B.

Figure 4.5 describe the tracks (of pT > 1 GeV=c) that the trigger module needs for

its calculations.

Cosmic rays passing through the detector could give large energy deposits that

are unbalanced and could therefore be a signi�cant source of events with large 6ET .

However, in general, these energy deposits will occur out-of-time with a pp bunch

collision. Any tracks left by these cosmic rays will also not point to the event vertex.

Similar properties hold for beam interacting with gas in the beampipe. Therefore,

a �nal cosmic-ray �lter (COSFLT) is executed in the 6ET trigger path, which rejects

such events. This �lter is designed to be e�cient for all real pp events, so it is not

perfect at rejecting cosmic-ray events. The �lter only rejects cosmic rays identi�ed
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in the central detectors.

COSFLT �rst tries to reject cosmic rays that do not coincide with a bunch

crossing by examining the out-of-time energy in the central hadronic calorimeters

(CHA/WHA). There are time-to-digital converters (TDC) attached to the hadronic

calorimeter components which give timing information for the energy deposits read

out by the analog-to-digital converters (ADC). If these energy deposits are out-of-

time with the Tevatron bunch crossings this is a good indication that the deposit

could be from a cosmic ray or from interactions of the beam with gas in the beam

pipe. TDC hits in towers with more than 1 GeV of hadronic energy4 are checked

for whether they are in-time with a bunch crossing using a timing window of �20 ns
< t < 30 ns for the central wedges and �25 ns < t < 55 ns for the endwall calorime-

ters. If there is a total of 6 GeV of out-of-time energy anywhere in the CHA or WHA

the event is rejected.

The other method COSFLT uses to identify cosmic rays that could be in-time

is to apply two criteria to the leading calorimeter cluster in the event. The �rst is

a charge fraction (pT /E) cut. The charge fraction is the ratio of the sum of the

pT 's for all tracks passing certain quality selection criteria in the Central Tracking

Chamber (e.g. su�cient hits in each superlayer) which point at a tower in the

cluster, to the energy of the cluster. Tracking is done for a cone size of �R = 0:7

around the leading cluster with a minimum track pT of 400 MeV. The command

REGIONAL TRACKING ON ensures that the tracking module is executed. In

general, cosmic rays will not have high-pT tracks pointing at them, so a minimum

charge fraction of 0.1 will reject them.

Cosmic rays do not usually leave the right amount of energy in the CES strip

chambers either (see Section 2.6.1). Therefore the CES/CEM energy ratio for the

central electromagnetic calorimeter tower for the leading cluster is also checked.

Before applying this cut, a minimum fraction of electromagnetic energy to the total

energy of 0.05 is required. Also, only towers where either the tower energy or the

4The calorimeter timing degrades signi�cantly for hits in towers with lower energy.
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strip energy are above a threshold of 1 GeV are included in the ratio. If the ratio is

extremely small or large (< 0:2 or > 30) and if the cluster failed the charge fraction

cut, the event is rejected.

Since timing and strip information are only available for the central calorimeters,

the COSFLT cuts only apply to cosmic rays in the central region. Non-central leading

clusters will automatically be accepted.

A vertex cut was available at the trigger level for cosmic rays which could be

useful as cosmic rays by themselves do not produce good vertices. Unfortunately,

occasionally no good vertex is found for a real event, especially if it has low track

multiplicity, so this cut will reject non-cosmic-ray events and is not used in the

trigger. This is also an argument against using a track requirement in the cosmic-

ray �lter.

There was another Level 3 trigger that was available in the 6ET data stream,

the EXOB MET 30 TRK 3 trigger, which required at least one track in the event

with pT > 3 GeV=c, in addition to 6ET > 30 GeV. However, after removing all the

events with large out-of-time energy deposits and requiring the Level 2 6ET trigger,

this trigger had almost complete overlap with the EXOB MET 30 COSFLT trigger

which had a higher e�ciency. To avoid having to study further trigger overlaps and

systematic e�ects and due to the negligible gain in statistics, the TRK 3 trigger is

ignored in the �nal analysis selection.

4.3 Other Data Sets

Other standard CDF data sets, notably the inclusive lepton samples [160, 161] and

the inclusive jet trigger data sets are also used in this analysis for the tuning of

selection cuts, for estimates of background processes, for studies of trigger e�cien-

cies and for checks of tau fake rates. The inclusive lepton samples, which consist

essentially of all events that have a high-pT electron or muon, have been discussed

in great detail elsewhere [162, 161]. The inclusive electrons had a cross section of

about 5.5 nb resulting in a sample of � 500,000 events and the inclusive muons had



135

a cross section of about 5.8 nb with � 650,000 events in the �nal sample.

The inclusive jet trigger samples consist of four data sets: Jet 20, Jet 50, Jet 70

and Jet 100. Only the �rst three are used in this analysis. The Jet 20 sample

has events that have at least one jet with ET � 20 GeV. To avoid too many events

caused by discharges in the calorimeter photo-tubes (known as \photo-tube spikes"),

a minimum requirement of 0.5 GeV of electromagnetic energy for the highest ET jet

in the event is also required. The Level 2 trigger for these events was prescaled by a

factor of 25 (i.e. the event is accepted only 1 in 25 times that the trigger condition is

met for an event) and the Level 1 single calorimeter tower trigger (which required at

least 8 GeV of energy in a central electromagnetic or hadronic cluster or 51 GeV in a

plug or forward cluster { as discussed in Section 4.2.1 above) was also a prerequisite

for the Level 2 trigger. The Level 1 trigger was prescaled by a factor of 40. The

combined prescales on the Level 1 and Level 2 triggers brought the e�ective rate for

the Jet 20 data down by a factor of 1000 which translated into a cross section of

approximately 6 nb. There are about 530,000 events in the �nal sample.

The Jet 50 sample consists of events that come from a Level 2 trigger that also

had a prerequisite on the prescaled Level 1 single tower trigger. At least one jet

with ET � 50 GeV is required. There were no further prescales on this trigger. The

cross section for this trigger was about 4 nb which resulted in an event sample of

approximately 340,000 events.

The Jet 70 sample consists of events that come from a Level 2 trigger with no

Level 1 requirement. At least one jet with ET � 70 GeV is required. There was a

prescale of a factor of 8 applied to this Level 2 trigger and the e�ective cross section

was about 4 nb. There are approximately 380,000 events in this sample.

4.4 O�ine Reconstruction and Filtering

After passing through the online data acquisition system, events that pass all the

trigger levels are stored on tape. The raw (RAW) data tapes contain about 130 kB

of detector information per event. These tapes are then processed through o�ine
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reconstruction and �ltering, known as production. In the o�ine reconstruction, �nal

calibration constants and up-to-date data base constants are applied and all event

quantities are recalculated; full tracking is done on the event including the infor-

mation in the SVX. Any known problems with the data are also corrected at this

stage.

During the reconstruction, events are �ltered into di�erent streams of related

triggers. The 6ET triggers are all fed to the Exotics data stream, labelled XOX1 3P

for Run 1A and XOXB 5P for Run 1B. There were a total of approximately 64 million

events written to tape in Run 1B, with about 2.5 million in the Exotics stream, 1.2

million in the inclusive leptons and 1.3 million in the inclusive jet data [163]. For

Run 1A there were a total of about 16 million events with about 2 million in the

XOX1 3P stream.

The production pass produces two output formats for each data stream: Data

Storage Tapes (DST) which include all the original raw detector information plus

the reconstructed event data, weighing in at about 200 kB per event and a re-

duced data set, the Physics Analysis Dataset (PAD), which contains only the recon-

structed data and compressed information about the detector which allows a partial

re-reconstruction of the event, notably a reconstruction of calorimeter based quan-

tities and re�tting of SVX tracks using di�erent alignments. Using the PAD data

results in some loss of precision and information as very low momentum tracks (with

pT well below 1 GeV=c) and calorimeter towers with low energy (below 1 GeV) are

discarded. However, as the charged Higgs analysis is geared towards looking for

massive and high momenta objects, this small loss in precision is negligible. The

PAD data are the only data set that could be reprocessed within a reasonable time

frame with the available computing resources and is the starting point for almost all

CDF physics analyses.

The XOXB DST data consist of about 400 GB which is reduced to about 90 GB

in the PAD format. The jet data were about 50 GB of PAD data and the inclusive

electron and muon data sets were about 20 GB each.
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4.5 Data Reprocessing

The entire Run 1 Exotics data stream (XOX1 3P for Run 1A and XOXB 5P for Run

1B) was reprocessed with a combined retracking, reclustering and preselection anal-

ysis control5 job. The reprocessing was necessary to take advantage of improvements

and �xes to bugs which removed biases in the track �nding algorithms, used better

alignment data for the SVX and improvements in the tau �nding algorithms. There

were also algorithmic biases in the original SVX track reconstruction which caused

increasing ine�ciencies in track �nding due to the radiation damage to the inner layer

of the SVX during Run 1B. These improved algorithms were also incorporated [165].

At the same time as the reprocessing was done, an event selection was made,

described below in Section 4.7, and summary binary data �les (\PLJ"6 format) were

made of the full data stream which were subsequently used for data validation.

The original PADs (in CDF YBOS data format [167]) produced from the o�ine

contain about 35 kB per event, which still require a few days of processing for a

complete run through all the data in our preselected data set. The preselected data

set was therefore also processed into the summary PLJ data format, which consists

of only about 5 kB per event and contains all the quantities needed for the charged

Higgs analysis. The PLJ data format allowed the storage of more events on disk

before applying analysis cuts which made subsequent analyses much faster. The

complete PLJ sample could be processed within a matter of hours. This format

was also used for the storage of on the order of one million simulated events (see

Chapter 6).

The reprocessing details of the Exotics data streams for Run 1 are summarized

in Table 4.1. The reprocessing took place on a cluster of DEC ALPHA 3000/300

nodes running VMS. The �nal output resulted in two 8mm tapes which contained

5Analysis Control [164] is the CDF analysis framework that allows various software modules to
be linked together and run in any order under user control. Some of these modules are used for
event reconstruction while others are used for event �ltering, data analysis, plotting histograms,
etcetera. Analysis Control jobs are used in the online Level 3 trigger system, for o�ine reprocessing
and by people doing their independent analyses.

6PLJ stands for Photon-Lepton-Jets | a software package originally written by Prof. John
Conway to store summarized event data in a compact form. [166]
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the preselected data for Run 1A, with a total of 187,744 events, and six tapes for

Run 1B, with a total of 566,480 events. There were also three tapes each for Run

1A (2,066,995 events) and Run 1B (2,519,475 events) of the summary PLJ �les for

the complete Exotics data streams.

4.6 Data Validation

The PLJ summary �les provide data on which to base rejection of runs with clear

detector problems which could arise from malfunctioning detector subsystems or

problems with the data acquisition systems.

The tau triggers and tau �nding algorithm were declared to be operational in

Run 1A after run 41036 (taken on October 7, 1992). Although the 6ET triggers are

not reliant on the tau triggers, very little luminosity is lost (0.7 pb�1) by excluding

the early runs.7 The 6ET and tau triggers were operational from the beginning of

Run 1B which starts with run 55408 (January 22, 1994).

The �rst step in the data validation was to remove \bad" runs as de�ned by the

o�cial CDF \good run" list [168]. This list contains the run numbers of those runs

that are good for general analyses and those that that are good for analyses relying

on the muon detectors. For Run 1B, the good run list also contains information on

whether a run has reliable SVX information or not. As the charged Higgs analysis

uses both SVX and muon information, we reject any run that does not have good

data for all these components. For Run 1A, approximately 10% of all runs do not

have reliable muon information and the corresponding percentage for Run 1B is 3%.

Approximately 1.4% of all runs in Run 1B do not have reliable SVX information.

This results in a removal of about 0.8 + 2.0 pb�1 from Run 1A and 3.1 + 2.5 pb�1

from Run 1B of integrated luminosity. See Table 4.2 for details of the �nal integrated

luminosity calculation.

7This is a historical decision: originally the plan was to use the tau triggers for the charged Higgs
analysis and data selection and tuning of selection cuts proceeded for a while under this assumption.
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The PLJ summary �les allow determination of data quality based on the distri-

butions of eight quantities from each run which are related to tau analyses in general.

These are calculated for each event and averaged over a run:

� total transverse energy (
P
ET ),

� missing transverse energy (6ET ),

� azimuthal angle of 6ET (�MET),

� number of jets (Njet),

� number of taus (N�),

� pseudorapidity of leading tau (��)

� azimuthal angle of leading tau (�� ), and

� ET of leading tau (Etau).

If the calculated mean of the distribution for any quantity in a run di�ers from

the mean of all runs by more than four standard deviations then the run is declared

unusable. The calculation of the number of standard deviations takes into account

the error on the estimate of the mean of the distribution for the quantity (�i), and the

r.m.s. spread in those estimates for all runs (�i). The same four standard deviation

requirement applies to the width (r.m.s.) of each distribution relative to the r.m.s.

spread in widths for all runs.

The eight tau-related quantities and their r.m.s. spreads discussed above are

plotted in Figures 4.6 and 4.7 for Run 1B. Note that events with no taus will have

zeroes for the leading tau quantities, shifting the means of the plots of N� , �� and

ET of the leading tau towards zero. These are still suitable validation quantities.

\Bad" runs for each quantity are indicated by a circular data point in that plot.

If a run was found to be bad in a previous plot only then it is indicated with

a diamond. The distributions show sizeable variation both from run to run and

through the course of the run. In particular the three quantities
P
ET , 6ET and Njet
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Figure 4.6: Mean and width of
P
ET , 6ET , �6ET

and Njet distributions as a function
of run sequence number. Points with circles denote runs excluded on the basis of
these quantities in this plot. Points with diamonds denote runs excluded by previous
plots.
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Figure 4.7: Mean and width of N� , �� , �� and E� distributions as a function of
run sequence number. Points with circles denote runs excluded on the basis of these
quantities in this plot. Points with diamonds denote runs excluded by previous plots.
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show a steady increase over the run and highly variable widths. This is a result of

the increasing multiple interactions due to the increasing luminosity over the course

of Run 1B. Runs that were marked bad due to this increase, in these three plots

only, were returned to the good run list.

The distributions in these quantities from Run 1A (not shown) look very similar

in the spread but without the strong increase over the run as the multiple interaction

e�ect was much less in Run 1A.

A few runs have been removed by hand after the validation step, due to problems

found during the data reprocessing stage (the details are discussed in References [169,

170]). There are also some duplicated events due to problems with the \book-

keeping" of �les that are reprocessed in the o�ine production and these duplicates

are removed from the �nal data set after the validation.

Overall, 0.6 pb�1 of Run 1A data and 0.3 pb�1 of Run 1B data was removed by

the validation procedure. These numbers are taken into account when calculating the

�nal luminosity for our data sample (see Section 4.8). The details of the reprocessing

are shown in the next section on the data selection, in Table 4.1.

4.7 Preliminary Data Selection

During the data reprocessing, to reduce the dataset size for subsequent analysis, a

selection of the interesting events for the charged Higgs analysis was made.

Only those events satisfying one of two classes of selection criteria were retained

in PAD format for later analysis. These two classes are called the monojet and tau

plus missing ET (� + 6ET ). The monojets were used in an analysis of W ! �� which

was used to tune up the tau identi�cation cuts [171]. As these data were used to

tune the tau cuts, the selection criteria for monojets did not use the TAUO banks

produced by FINDTAU.8 Instead, to be selected as a monojet the event must have

8A TAUO data bank is the information stored for a jet cluster that passes preliminary selection
criteria for a hadronic tau decay | see Chapter 5.
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Reprocessing Run 1A Run 1B

Original data tapes 41 60
PAD data size (GB) 70 90
Processing time (hrs) 295 506
Number of runs 612 1 208
Number of events 2 066 995 2 519 475
Number of preselected events 260 834 566 480

Validation all good runs all good runs

Integrated luminosity (pb�1) 19.9 17.1 91.9 86.3
Runs 612 390 1 208 945
Events 2 066 995 1 608 887 2 519 303 2 348 118
Monojet preselection 66 180 51 799 129 364 122 559
� + 6ET preselection 202 202 162 115 491 855 466 126

inclusive 187 744 237 742 571 702 541 427

Table 4.1: Overall selection statistics prior to tau validation for the XOX1 3P
(Run 1A) and XOXB 5P (Run 1B) Missing ET data streams.

� a jet with ET > 15 GeV, j�j < 1, and one or more

associated tracks,

� no other jet with ET > 10 GeV,

� no other jet with ET > 5 GeV and a 3D angle to

the monojet of greater than 160� (\dijet veto"), and

� 6ET > 20 GeV and 6ET signi�cance > 2.4.

To be selected as a � + 6ET candidate the event must have

� a tau (TAUO) with ET > 10 GeV,

� 6ET > 30 GeV.

The � + 6ET selection was deliberately kept simple to be as inclusive as possible for

general searches. On average these selections retained about 9% of the events in the

Run 1A XOX1 3P stream and about 22% of the Run 1B XOXB 5P stream.

Table 4.1 lists the overall statistics for the reprocessed 6ET data from Run 1 and

the initial selection steps before tau validation.
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4.8 Determination of Integrated Luminosity

The primary method of determining the instantaneous luminosity at the CDF inter-

action region is from the Beam-Beam Counters (see Section 2.8). There are sixteen

counters on either side of the interaction region. Only a single counter on a side

is required to �re in coincidence with a counter on the opposite side to register an

interaction. These counters are therefore very e�cient for pp interactions. The co-

incidence rate is directly proportional to the instantaneous luminosity and therefore

provides a means of determining the true instantaneous luminosity. However, the

BBC rate tends to saturate at about 5� 1030 cm�2s�1 and therefore the integrated

luminosity calculation (
R Ldt) becomes less reliable at high rates [172]. Four lumi-

nosity telescopes were installed at CDF for Run 1B to check the BBC measurements

at the higher rates. These monitors have a much smaller geometric acceptance than

the BBC and therefore are less e�cient, but they do not saturate in the higher

luminosity environment.

Corrections need to be made in the total integrated luminosity calculation for

accidental rates, which are measurable contributions to the raw rates in the counters

due to accidental coincidences which can be large and are luminosity dependent,

and for multiple interactions, which are also luminosity dependent [173, 174]. All

the systematic uncertainties in these corrections and some disagreement between the

telescopes and the BBC rates leads to an uncertainty on the integrated luminosity

for Run 1B of 8%. The uncertainty on the Run 1A integrated luminosity is less

(3.6%) as the BBC rates were more reliable and the multiple interaction e�ects were

less in the lower instantaneous luminosity regime.

The BBC interaction rates are stored for each data �le and have been processed

to give the integrated luminosity on a �le-by-�le and run-by-run basis. Calculation

of integrated luminosity for any data set based on particular triggers needs to take

into account any prescaling that might have been done on the triggers and needs

to account for changes in triggers that evolved during the course of Run 1. We use

the list of runs and �les that went into our data set and the LUMCONTROL [175]
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Run 1A Run 1B
(pb�1) (pb�1)

All of CDF Stream B Exotics data 19.9 91.9
Requiring good data runs 19.1 88.8
Requiring good muon and SVX data 17.1 86.3
After tau validation 15.8 86.0
After accounting for lost data �les 15.1 84.7

TOTAL 15:1� 0:5 84:7� 6:8

Table 4.2: Calculation of �nal luminosities for the validated Tau Working Group
data set for Run 1. The �nal total is 99:8� 7:3 pb�1.

program to determine the integrated luminosity for our data. About 4% of the �les

in Run 1A are \lost" during production (i.e. are unreadable or cannot be processed

for some reason), accounting for a loss of 0.7 pb�1. Only 1.5% of the �les in Run 1B

are lost, accounting for a loss of 1.3 pb�1. Table 4.2 summarizes the calculation for

a �nal total of 99:8� 7:3 pb�1 for the integrated luminosity in our Run 1 6ET data

set. After accounting for bad and lost data �les, the integrated luminosity calculated

here is consistent with that used in the SM top searches which do not account for

these corrupted �les [176, 177].
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Chapter 5

Particle Identi�cation and Analysis

I will discuss the reconstruction and identi�cation of objects in the detector and

the subsequent analysis which looks for the Higgs-like decay topologies. As the

method used to identify hadronic tau decays is new for Run 1 and was developed

by the Tau Working Group of which I was a part, I will discuss this in some detail.

The electron, muon, photon, jet and b-tagging identi�cation algorithms are very

similar, if not identical, to those used in many CDF analyses. In particular, as this

analysis is looking for decays of the top quark, we use electron, muon and b-tagging

identi�cation criteria that are virtually identical to those used in the analyses that

searched for and discovered the Standard Model top quark decays in the dilepton

and lepton + jets channels [13, 55, 178]. The identi�cation of these other objects is

discussed brie
y and references are given to sources of more information.

The �rst step in analyzing an event is to �nd the event vertex (or the primary

vertex in the case of multiple interactions), z0, in the z-direction, parallel to the

beamline. This vertex forms a common point for relating objects identi�ed by our

algorithm. Objects are then uniquely identi�ed in the event. We classify objects

in the order: photons, electrons, muons, taus and jets. If there is a second object

identi�ed within a three-dimensional 10� cone of an already identi�ed one then the

second contending object is ignored. Once all the objects in an event have been

uniquely classi�ed, we apply some event cleanup selection criteria and the topolog-

ical requirements to enhance a potential charged Higgs signal. This is described in

Section 5.10.

To understand the object identi�cation e�ciencies, to tune up the selection crite-

ria, and to model the expected contributions to the search region, requires a detailed
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modelling of both the signal and expected background processes that mimic the sig-

nal. Top quark decays (into both charged Higgs modes and SM modes) as well as

W ! �� decays and single tau decays are modelled as part of the overall strategy in

determining the selection criteria and the number of events expected from an actual

signal. This modelling, using Monte Carlo particle generator programs, is discussed

in detail in Chapter 6. The contributions expected from background processes are

described in Chapter 7. Chapter 8 details the combination of all this information in

setting limits on the charged Higgs decay of the top quark.

5.1 Vertex Finding

As the luminous region at CDF is fairly extended and because of the high instan-

taneous luminosities under normal running conditions, we expect a typical bunch

crossing to have multiple pp interactions spread along the z-direction. Determining

the vertices for these interactions is crucial to reconstructing an event and is the job

of the primary vertex �nding algorithm [179]. This algorithm identi�es and classi�es

vertices based on a set of quality criteria. These criteria are related to the number of

segments and the number of hits within a segment of the VTX for track \stubs" and

the density of vertices identi�ed by the algorithm. The vertices are also required

to be within the �ducial1 volume of the vertex detector (i.e. jz0j < 150 cm). In

the analysis, we further restrict the vertices to lie within jz0j < 60 cm to get good

tracking information.

Primary vertices identi�ed by this algorithm are those considered to be the site

of pp interactions; these are stored in a VTVZ data bank. If there is more than one

primary vertex, the highest quality vertex becomes the event vertex. All identi�ed

objects from the Tau Working Group algorithm are either associated with the closest

primary vertex if they have a track or are assumed to have originated from the event

vertex if they do not (e.g. photons or jet clusters with no tracks). The 6ET is calculated

assuming this event vertex as well.

1Fiducial refers to the geometric acceptance for the active components of a detector element.
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As we now have a single event vertex that we consider throughout the rest of the

discussion, the term event is used interchangeably to refer to a bunch crossing where

at least one pp interaction occurred. This concurs with the de�nition used during

data taking and storage where an \event" refers to a single bunch crossing.

A common requirement for all the objects identi�ed in an event to be considered

in the charged Higgs analysis is that they all appear to come from the event vertex.

We require all objects that have tracks (i.e. electrons, muons, taus and jets with

tracks) to point to within 5 cm of this event vertex in z. Objects without tracks

(photons and jets with no tracks) are assumed to come from the event vertex. This

requirement is useful in cutting away objects that might have come from another

interaction vertex in the same bunch crossing. It also eliminates cosmic ray muons.

5.2 Tau Identi�cation

A signi�cant portion of the e�ort within the Tau Working Group at CDF during

Run 1A and early Run 1B was in �rming up the tau identi�cation selection crite-

ria [180] and in testing their reliability in identifying hadronic tau decays both in

\simple" events such as W ! �� and in the more complex environment of heavy

quark decays (e.g. for top quark searches).

A similar approach to tau identi�cation [181] was undertaken by a group of CDF

collaborators, based mostly at the University of Chicago, and these parallel e�orts

provided some cross-checks and cross-fertilization of ideas. These e�orts resulted in

a publication on a measurement of SM top decays into a hadronic tau and another

lepton (e or �) [75, 76].

The set of identi�cation cuts �nally arrived at for this analysis within the Tau

Working Group are discussed in some detail below. The list is actually fairly short

and the cuts are somewhat tuned to identify fairly energetic taus from decays of

massive objects i.e. of order the W mass or higher, due to the large ET and pT

requirements.

In the following discussion, reference is made to generated samples of physics
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processes leading to tau particles. As there is no way to extract a pure, independent

sample of hadronically decaying tau leptons to motivate the selection criteria dis-

cussed below, we need to make extensive use of generated events that simulate the

physics processes we are interested in. Chapter 6 contains an extensive discussion of

the event generators used and the subsequent detector simulation techniques used

in the analysis.

5.2.1 Tau Reconstruction

The �rst step in reconstructing and identifying tau leptons that decay hadronically

is the analysis control module FINDTAU [182, 183]. This software module is run

in both the online Level 3 trigger and during the o�ine event reconstruction and

is responsible for creating tau-like objects which are stored as TAUO data banks.

FINDTAU is actually a �lter module which provides the ability to �lter based on

tau-like objects in conjunction with other event criteria such as 6ET and other objects

in the event. This �ltering can be done online in the Level 3 trigger, as was used in

for the W ! �� asymmetry measurement made by E. Kuns [156]. For the charged

Higgs analysis, as we are using the 6ET data set, we do not rely on taus for triggering

on events and therefore do not use the �ltering functions of FINDTAU but only rely

on the module to construct the TAUO objects. All the data used in this analysis has

been reprocessed with the improvements in the o�ine tracking and tau-�nding code,

as described in Section 4.5. We therefore are not subject to any triggering problems

as far as the tau objects are concerned.

As discussed in Section 3.1, a hadronic tau decay tends to result in a narrow

hadronic shower with a small number of tracks associated with the shower. Jets

that have a narrow hadronic shower with at least one sti� (i.e. high-pT ) track are

therefore termed \tau-like jets". FINDTAU uses calorimeter energy clusters and

tracking information to identify these objects and creates a TAUO bank for all tau-

like jet objects that pass cuts based on this information.

FINDTAU starts the search for tau-like jets from the list of jet clusters produced

by the generic jet clustering analysis control module JETCLU, run with a cone size
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of �R = 0:4 radians in �{� space, where �R =
p
��2 +��2. As a reminder,

the central calorimeter towers span 0.1 in � and 15� = 0.26 radians in � (see Sec-

tion 2.6.1). Calorimeter reclustering is performed for the TAUO cluster based on the

jet clusters. This reclustering avoids the problem of merged jet clusters which can

occur if there are many jets in the region and also gives an improved measurement

of the ET for the tau cluster.

A loop is made through the list of towers in the calorimeter cluster list (the CALL

bank) for the jet cluster to �nd the highest ET tower. If the highest ET tower passes

a threshold cut of 3 GeV, this forms the seed tower for the tau cluster. Repeated

loops through neighboring contiguous towers are then made using the TOWE bank,

which is a complete list of all calorimeter tower energies, and these tower energies

are added to the tau cluster if they exceed a shoulder threshold cut of 0.1 GeV.

Diagonal neighbors are considered contiguous. No towers more than 0.4 from the

seed tower in �{� space are added. Note that the tau cluster can include towers that

were not originally chosen by the original jet clustering algorithm to be included as

part of the jet cluster.

As hadronic decays of the tau lepton are expected to be very narrow, if there

are more than six towers included in the TAUO reclustering, including both elec-

tromagnetic and hadronic towers combined, the cluster is rejected as a tau-like jet.

Figure 5.1 shows the numbers of towers in TAUO objects fromW ! �� Monte Carlo

events and from TAUOs from the Jet 50 inclusive jet trigger sample which has very

few real taus. Unfortunately, it is impossible to extract an independent comparison

sample of hadronically decaying taus from data without making some selection cuts.

As indicated in the �gure, TAUO objects from real taus are expected to have fewer

towers than those from QCD jets. If the cluster passes this narrowness cut then it

is declared a tau candidate and various quantities are derived from the calorimeter

information and stored in the TAUO bank, along with the list of towers associated

with the tau cluster. The TAUO object at this point is tentative and is discarded in

the next step if no matching tracks are found.

A search is made through the track banks for tracks pointing inside the 0.4 cone



151

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0 1 2 3 4 5 6

Jet 50

W → τν MC

Ntowers  in TAUO object

ev
en

ts

Figure 5.1: Number of calorimeter towers in TAUO objects from W ! �� Monte
Carlo events and from the Jet 50 data sample. Both histograms are normalized to
unit area.

about the tau cluster and having pT � 4:5 GeV=c. If no such track is found then

the tau cluster is discarded as a tau candidate. The highest pT track found in the

0.4 cone becomes the seed track. The nearest z-vertex for this track is found (within

5 cm) from the event VTVZ bank, and the tau calorimeter quantities are recalculated

assuming this z-vertex. Note that there may be many vertices along the z-direction

found for an event and the highest quality one is chosen as the event vertex and the

event quantities such as ET of clusters and 6ET for the event are calculated using

this vertex. As each tau-like jet in an event could, in principle, be associated with

a di�erent vertex, the calorimeter quantities, in particular the 6ET , are recalculated

for each tau cluster and are stored in the TAUO bank. In the �nal analysis, all taus

are required to have originated close to the event vertex.

The tau cluster is required to pass an ET > 10 GeV threshold cut from the

recalculated energies. If it does, then a count of tracks inside the 0.4 cone about the

tau cluster is made for tracks with pT > 1:0 GeV=c (the track shoulder threshold)

and having the same z-vertex (within 10 cm) as the seed track. Counts of these

tracks in a 10� cone (N10) and a 10{30� isolation annulus (N30) are also made and

stored in the TAUO bank. No cuts are placed on this track count at this stage, but
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ET > 10 GeV Minimum transverse momentum.
j�detj < 1:0 Fiducial region.
pseedT > 10 GeV/c Minimum seed track pT .
� > 0:15 Electron rejection.
N10 = 1 or 3 Correct number of associated charged particles.
N30 = 0 Track isolation.
jQj = 1 Correct charge.
M� < 1:8 GeV/c2 Total mass consistent with tau lepton.

Table 5.1: Summary of tau object identi�cation cuts.

will be used later.

5.2.2 Tau Identi�cation Cuts

The TAUO banks form the starting point for the hadronic tau decay identi�cation.

The selection criteria for creating TAUO banks was deliberately designed to be very

inclusive so that we would have a high e�ciency for hadronic tau decays, both in the

online Level 3 trigger and from the o�ine production data. This does mean however

that fully half of all jet clusters in a normal event do create a tau cluster, the vast

majority of these being due to either narrow QCD jets or electrons. We therefore

place more stringent cuts on these TAUO objects during the analysis stage in an

attempt to enhance the purity of hadronic taus and to reject TAUO candidates from

non-tau decay sources.

The identi�cation criteria for hadronic tau decays are summarized in Table 5.1

with the details discussed below.

The minimum transverse energy for any object in our particle identi�cation is

10 GeV. This quantity is obtained from the TAUO object for tau particles. As we

later require the tau to be isolated, there is no out-of-cone correction to be made

for the tau. This issue is discussed further in the context of jet identi�cation in

Section 5.7.

We also require the momentum of the seed track to be larger than 10 GeV=c.

This requirement signi�cantly reduces the number of QCD jets misidenti�ed as taus
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Figure 5.2: The electromagnetic fraction vs. E=p for an ideal detector. Electrons
are represented by the dot at EEM=E = E=p = 1. Hadronic tau decays would fall
around the dashed line which represents � = 1. The arrows indicate the e�ects of
detector resolutions and electron bremsstrahlung.

in the range 10 < pT < 30 GeV=c. This will be discussed further in the tau fake rate

discussion.

We de�ne a quantity, �:

� � EP
p
(1� EEM

E
) � EHADP

p
(5.1)

where the sum is over the momenta of the tracks within a 10� cone of the tau axis

and the energies are obtained from the calorimeter quantities stored in the TAUO

bank. This quantity has been used in previous tau analyses at CDF [92, 94] to reject

electrons that form tau candidates.

For an electron with a well measured track and energy, we expect most of the

energy will be deposited in the electromagnetic calorimeters and the momentum and

energy measurements should be roughly equal. Figure 5.2 shows the electromagnetic

fraction (EEM=E, where E = EEM+EHAD) plotted versusE=p for an ideal detector.

Electrons would form a cluster at EEM=E = 1 and E=p = 1, which corresponds to

� = 0. Bremsstrahlung would lead to E=p > 1 and leakage out of the back of

the electromagnetic calorimeters for high energy electrons will lead to EEM=E < 1,

leading to some smearing around the ideal case, indicated by the arrows in the �gure.
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Figure 5.3: The electromagnetic fraction vs. E=p for TAUO clusters in the Run 1B
monoTAUO sample. Electrons are clearly visible in the upper left-hand corner. All
cuts have been applied except for the electron rejection cut. The curve corresponds
to � = 0:15.

Hadronic tau decays, however, will tend to cluster along the dashed line corre-

sponding to � = 1. Hadronic tau decays consist mainly of decays to charged pions

and kaons possibly accompanied by neutral pions or kaons (see Section 3.1). Most

of the charged energy will be deposited in the hadronic calorimeters and the neutral

components tend to decay to photons (e.g �0! 

) which will give electromagnetic

showers. Hence E=p tends to be larger than one and EEM=E tends to be less than

one. For example, a hadronic tau decay that shares the tau energy equally between

the charged and neutral tau decay products will have E=p � 2, EEM=E � 0:5 and

� � 1:0. Calorimeter and tracking resolutions will smear this � value.

Figure 5.3 shows the electromagnetic fraction plotted versus E=p for TAUO clus-

ters in the Run 1BmonoTAUO sample2 where all the tau identi�cation cuts described

in Table 5.1 have been applied except for the electron rejection cut. Electrons form-

ing a TAUO object are clearly evident in the �gure as a cluster of points along

EEM=E � 1 and with relatively low E=p. We therefore use a cut of � > 0:15 on

candidate tau clusters (shown on the plot) which rejects most of the electrons. We do

not have an explicit cut that removes photon conversions, i.e. energetic photons that

2This sample was selected from the monojet sample, discussed in Section 4.7



155

isolation cone

tau cone

event vertex

30
o

o
10

Figure 5.4: Schematic diagram depicting the tau cone and isolation annulus for
hadronic tau identi�cation.

pair produce (
 ! e+e�) soon after creation or within the bulk of the detector. The

cut on � should remove most of these as well as they have a large electromagnetic

fraction.

For the rest of the tracking quantities we re-evaluate the association of the tracks

for the tau candidate. FINDTAU, of necessity, uses the closest primary z-vertex

to the seed track (the highest pT track) to calculate the tracking quantities for the

tau cluster. We rede�ne the z-intercept of the tau candidate to be the z-intercept

of this seed track. All tracks with p > 1 GeV=c within a 30� cone around the tau

direction and with a z-intercept within 5 cm of the tau's, are associated with the tau

candidate. We de�ne the 10� cone around the highest pT track as the tau cone and

the 10{30� annulus around this cone as the isolation cone (depicted schematically in

Figure 5.4). The number of charged tracks (with pT � 1 GeV=c) within the 10� tau

cone gives the tau track-multiplicity (N10) and the sum of charges for these tracks

gives the tau charge (Q�). The total number of charged tracks within the 10{30�

isolation annulus give N30. For a tau candidate to be identi�ed it must have N10 = 1

or 3 (corresponding to a one or three-prong tau decay) with charge Q� = �1 and

N30 = 0, i.e. the tau must be isolated. Figure 5.5 shows the e�ect of the isolation



156

0
0.5

1
1.5

2
2.5

3
3.5

4

CDF Data

θ ne
ar

 (
ra

d)

0
0.5

1
1.5

2
2.5

3
3.5

0 1 2 3 4 5 6 7 8 9 10

W → τν MC

Pnear (GeV/c)

θ ne
ar

 (
ra

d)

Figure 5.5: The angle of the nearest track to the tau cone plotted versus the track
momentum for the Run 1B monojet data and W ! �� Monte Carlo. The horizontal
line indicates the tau isolation cut (N30 = 0). All tau cuts, except the isolation cut,
have been applied.

requirement. All cuts except the isolation cut have been applied. The e�ect of this

isolation requirement will be discussed in further detail below.

The �nal identi�cation cut is requiring that the invariant mass of the tau can-

didate be consistent with the tau mass of 1.777 GeV=c2. For the invariant mass

calculation we include both the charged particles (mostly from ��) and neutrals

(mostly from �0 ! 

 decays) associated with the tau candidate (cf. with Table 3.2

for the main tau decay modes). The identi�cation of photons in the tau cluster is

discussed below. Only those photons identi�ed within the 10� tau cone are included

in the mass calculation. As some of the momentum of a tau decay is always lost in
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Figure 5.6: Mass distribution for reconstructed tau leptons from W ! �� Monte
Carlo.

the form of neutrinos, we use a conservative cut of M� < 1:8 GeV=c2 which is very

e�cient in accepting real hadronic tau decays but rejects QCD jets. Few real taus

have a reconstructed mass above 1.8 GeV=c2. This is shown in Figure 5.6 which

shows the reconstructed mass for tau leptons from W ! �� Monte Carlo events.

The zero mass peak consists mostly of tau decays into single pions.

The photons in tau decays come predominantly from the decay of �0's (�0 ! 

)

which have a short decay length (c� = 25:1 nm [8]). These neutral components are

important in identifying hadronic tau decays and can contain a substantial fraction

of the tau momentum. To identify photons, we match the clusters of hits in the strip

and wire chambers of the central strip chambers (CES { see Section 2.6.1) to each

other. The matching algorithm was developed by C. Loomis [180] based on some

original work by CDF collaborators at the University of Chicago [181].

The matching algorithm works as follows. First, a list is made of all strip clusters

and wire clusters in a given wedge and quadrant (the wires lie parallel to the beam

direction, along z, and the strips lie in the orthogonal direction | see Figure 2.10).

The algorithm then attempts to match the strip clusters to the wire clusters based

on the energies of each cluster. The quantity

� =
jEwire �Estripjq
�2E;wire + �2E;strip

(5.2)
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Figure 5.7: The number of associated CES clusters with tau candidates in W ! ��
Monte Carlo events.

is used as a measure of the quality of the matching. All matches must have � < 2.

The energy dependent resolution is

�E = 0:35� 0:09 log10(E) with E in GeV; (5.3)

based on data from an analysis of the CES response [184]. If more than one strip

cluster matches a wire cluster, the match with the lowest � is chosen.

A second pass is made through the strip clusters to try to add an additional

strip cluster to an existing one-to-one match. This is only done if adding the cluster

improves the match. Finally, from those unused strip and wire clusters, pairs of strip

clusters are matched to a wire cluster. The best pair is chosen for each wire cluster,

provided that the match has � < 2.

Each strip cluster in a tower associated with the tau produces a single photon

entry. The position is given by the centroids of the combined strip and wire clusters

if it is matched or by the strip centroid and the center of the tower if it is not

matched. The energy of the photon is the electromagnetic energy of the calorimeter

tower distributed among the strip clusters in that tower weighted by the strip cluster

energies. The number of CES clusters associated with each tau candidate in the

W ! �� Monte Carlo is shown in Figure 5.7.
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5.2.3 Tau Identi�cation E�ciency

We are concerned with how e�ective the identi�cation cuts are at identifying real

hadronic tau decays and, at the same time, at rejecting fake taus from QCD or

leptonic jets. To check the identi�cation e�ciencies for real taus we examine the

e�ciencies of the various tau cuts in a number of di�erent Monte Carlo data samples

which simulate real tau decays and also use a tau-enriched sample of real data where

we place cuts that should enhance W ! �� decays. These data samples are also

useful in checking the identi�cation e�ciencies for the other objects in an event.

Complete details of the Monte Carlo studies can be found in Reference [185].

The fake rates for taus have been measured in the inclusive jet data and checked

with the inclusive lepton samples and a parameterized function is derived for the

fake rates. A summary of this study is given in Appendix E and is discussed in the

next section.

We examine the tau identi�cation e�ciency in three types of generated data

samples, all of which use full detector simulation (see Chapter 6 for a full description

of the event generation and subsequent detector modelling). The �rst sample uses

single isolated taus, with no other objects in the detector simulation. Samples of

purely left and right-hand polarized single taus were generated and passed through

the detector simulation. The di�erent polarization states were generated to check

the di�erence in the kinematics, which was predicted to possibly have some e�ect,

as discussed in Section 3.1. Since these taus are obviously isolated, they allow us

to check the isolation cut e�ciency independent of anything else in the \event".

The taus are generated with a pT of 10{200 GeV=c over a pseudorapidity range

�2 � � � 2.

We also look at two simulated physics processes: one being W ! �� and the

other tt decays to Hb and Wb where the charged Higgs bosons are forced to decay

to ��. The W ! �� sample is generated using the HERWIG [186] Monte Carlo

and gives a good example of a physics process with relatively clean tau events. Tau

decays to both hadronic and leptonic �nal states were simulated.
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The Monte Carlo tt samples are those used to estimate the acceptance for the

signal in the charged Higgs search, discussed fully in Chapter 6. These samples are

generated using the ISAJET [187] and PYTHIA [188] Monte Carlo event generators.

Two di�erent Monte Carlo generators are used here to get ameasure of the systematic

uncertainty introduced by the di�erent techniques used to model high-energy pp

collisions.

To de�ne an e�ciency for object identi�cation, we compare the number of detec-

tor objects that have been uniquely identi�ed in an event by the algorithm to the

number of particles in the appropriate kinematic and geometric (�ducial) region that

are potential sources of such objects. As we only identify hadronic tau decays in the

central region (j�j < 1:0) with ET > 10 GeV and with a seed track of pT > 10 GeV=c,

our denominator in the following is de�ned as all the generated tau particles that

have

� decayed hadronically,

� visible tau ET > 10 GeV (i.e. excluding the energy of the neutrinos),

� a seed track of pT > 10 GeV=c, and

� j�detj < 1:0 of the seed track.

The individual and cumulative e�ects of the tau identi�cation cuts listed in

Table 5.1 on tau candidates (i.e. TAUO bank objects) from the single isolated

tau sample, the W ! �� sample and for a ISAJET tt! H+bH�b sample (with

MH� = 100 GeV=c2) are shown in Table 5.2. The top two rows give the number

of generated tau particles in the Monte Carlo and the number passing the particle

selection criteria described above (�ducial). The second two rows show the number

of observed tau objects (TAUOs) associated with the generated tau particles in the

�ducial region and the number of these that pass all the tau object identi�cation

cuts (ID).

The columns in the lower section give the e�ciencies (as a percentage) for the

number of observed tau objects that pass the various tau object identi�cation cuts
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Single HERWIG ISAJET
isolated taus W ! �� tt ! H+bH�b

Number generated 24513 61558 12307
Number �ducial 9548 43957 11206
Number of TAUOs 8755 22671 7918
Number ID taus 7138 12496 6031

Tau particle Pass Marg. Cum. Pass Marg. Cum. Pass Marg. Cum.
selection cuts loss cuts cuts loss cuts cuts loss cuts

Tau object cuts % (%) % % (%) % % (%) %

Create a TAUO 91.7 | 91.7 91.8 | 91.8 87.7 | 87.7
j�detj < 1:0 91.6 (0.06) 91.6 91.7 (0.04) 91.7 87.7 | 87.7
pseedT > 10 GeV=c 91.2 (0.23) 91.1 90.4 (0.76) 90.3 87.1 (0.13) 87.1
� > 0:15 87.6 (2.86) 87.2 87.2 (3.15) 85.9 84.2 (1.41) 83.8
N10 = 1; 3 88.3 (0.34) 84.2 84.3 (0.22) 79.2 78.1 (0.15) 75.0
N30 = 0 91.6 (0.02) 84.2 75.3 (13.03) 65.9 49.9 (28.97) 44.3
jQj = 1 89.0 | 84.2 84.7 (0.02) 65.9 78.5 (0.05) 44.2
M� < 1:8 GeV=c2 80.7 (9.22) 74.9 89.9 (0.94) 65.0 81.0 (2.16) 42.0

Table 5.2: Tau identi�cation cut e�ciencies for the three Monte Carlo samples.

compared to the number of generated tau particles in the �ducial region. The column

labelled Pass cuts gives the relative percentage of tau particles passing a particular

selection cut. The marginal e�ect of this selection cut, which is the number of

particles that fail this particular cut after all the other cuts are applied, is given in

the column labelled Marg. loss. The cumulative e�ciency for all cuts is given in the

column labelled Cum. cuts. The last number in the cumulative column is the �nal

e�ciency.

The e�ects of the tau object identi�cation cuts can also be seen graphically in

Figure 5.8. The cumulative e�ciency for each cut is plotted versus the associated

tau particle visible ET and detector � of the highest pT track; these quantities are

derived from the underlying Monte Carlo tau information. The hadronic tau decays

have been separated into the one and three-prong decay modes.

Table 5.3 and Figure 5.9 show the e�ect of the tau identi�cation cuts on a sample

of TAUO objects from the inclusive Jet 50 data for comparison. The number of real

taus in this sample is expected to be very small. This will be discussed further in

the next section on tau fake rates.
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Legend: TAUO PT > 10 ξ > 0.15 N10 = 1,3 N30 = 0 Mτ < 1.8
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Figure 5.8: The cumulative e�ects of the tau identi�cation cuts on simulated taus
plotted versus the visible ET (top) and � (bottom) of the underlying tau particle,
separated into one- and three-prong decays. The samples are from (a) simulated
single isolated tau decays, (b) HERWIGW ! �� Monte Carlo data, and (c) ISAJET
tt! H+bH�b Monte Carlo data, withMt = 175 GeV=c2 and MH� = 100 GeV=c2.
The j�j < 1:0 cut and charge cut (jQj = 1) have no signi�cant e�ect for simulated
taus and are not shown.
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TAUO objects from Jet 50 Data

Number of TAUOs 88804
Number ID taus 1478

Pass cuts Marg. loss Cum. cuts
Tau object cuts % (%) %

Create a TAUO 100:0 | 100:0
j�detj < 1:0 85:0 (1.15) 85:0
pseedT > 10 GeV=c 56:3 (1.67) 48:9
� > 0:15 96:3 (0.05) 47:7
N10 = 1; 3 35:7 (0.09) 14:4
N30 = 0 24:4 (4.07) 4:16
jQj = 1 48:9 (0.02) 4:06
M� < 1:8 GeV=c2 41:5 (2.40) 1:67

Table 5.3: The e�ciencies for the tau identi�cation cuts when applied to the TAUO
objects in the inclusive Jet 50 data.

Legend: |η| < 1.0 PT > 10 ξ > 0.15 N10 = 1,3 N30 = 0 |Q| = 1 Mτ < 1.8
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Figure 5.9: The cumulative e�ects of the tau identi�cation cuts on TAUO objects in
the inclusive Jet 50 data, plotted versus (a) the TAUO object ET and (b) the TAUO
object � from the track.
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Figure 5.10: Pro�le of the average mass of the tau object versus the underlying tau
particle visible ET for hadronic tau decays in the single isolated tau sample and from
the ISAJET tt ! H+bH�b sample. The mass cut is at 1.8 GeV=c2.

From Table 5.2 and Figure 5.8 it appears that the mass cut on the tau cluster

(M� < 1:8 GeV=c2) has a large marginal e�ect for the isolated tau sample at large

tau ET . This is especially true for the 1-prong tau decays as any mismeasurements

of the pT of a single sti� track will lead to large errors in the mass calculation, and

tends to get worse the sti�er the track. This is less likely for the 3-prong tau decays

where the individual tracks tend to be softer. This mass cut ine�ciency is not as

noticeable in the W ! �� or tt samples, essentially due to the fact that most of the

taus have ET 's that are much lower than 200 GeV. Figure 5.10 shows the average

mass of the hadronically decaying taus versus the tau particle's visible ET for the

single isolated tau sample and for the ISAJET tt ! H+bH�b sample. There is a

steady rise in the calculated tau mass based on the sum of the tracks and neutrals

(with most of the contribution coming from the charged tracks). The statistics peter

out for the tt sample above about 100 GeV but it is clear that the trend and masses

from the two samples are comparable. As, at best, there is an average of about

80 GeV of energy for the tau particle from the top decay, this cut does not introduce

any signi�cant ine�ciency in the charged Higgs search but helps in the QCD jet

rejection (see the fake rates discussion in the next section).

The most signi�cant cut for taus from real physics processes such asW ! �� and
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tt decays is the isolation cut, N30 = 0. The 10� cone de�ning the tau is expected to be

more than wide enough to contain the complete tau fragmentation, as demonstrated

from the negligible e�ect of the isolation cut in the single isolated tau sample for even

very energetic taus (see Table 5.2 �rst column and Figure 5.8). In real physics pro-

cesses, the underlying event (formed from the spectator particles in the pp collision)

can produce low-energy particles that are thrown in the tau direction, e�ectively

\muddying" the tau cone. There can also be radiation (gluon bremsstrahlung) o�

of the particles involved in the hard scatter; the resultant hadrons can be collimated

with the tau particles, especially those from the �nal states that eventually produce

a tau, and give additional tracks in or near the tau cone. Therefore, the cut based

on the 10{30� annulus that forms the tau isolation region, designed to reject QCD

jets, will introduce some ine�ciency in hadronic tau identi�cation.

The major di�erence between the various Monte Carlo generators used in this

analysis is in their modelling and calculation of this fragmentation and radiation

and leads to systematic di�erences between the estimates using the di�erent Monte

Carlo data sets. This is clearly evident in Figure 5.11 where the number of tracks

in the isolation region for hadronically decaying taus is plotted for the HERWIG

W ! �� and ISAJET and PYTHIA tt! H+bH�b samples. There is a signi�cant

di�erence in the zero tracks bin, where the isolation cut is placed. This leads to an

approximately 15{20% percent enhancement in the e�ciency for tau identi�cation

in PYTHIA versus ISAJET tt Monte Carlo. This di�erence in generators will be

discussed further in Chapter 6.

The identi�cation e�ciencies for tau particles as a function of the visible ET of

the tau and �det of the highest pT track are shown in Figure 5.12 for the single isolated

tau sample, the W ! �� sample and a tt! H+bH�b sample. The e�ciencies are

calculated in a similar fashion to that described above; the denominator is formed

from counting the number of generated tau particles decaying within the �ducial and

kinematic region in bins of ET or �. A bin-by-bin comparison is then made of the

total number of identi�ed objects that pass versus the number of generated taus in

that bin. The error bars on each bin are calculated using binomial error estimates.
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Figure 5.11: Number of tracks in the isolation region for TAUO objects reconstructed
from hadronically decaying tau particles in the W ! �� and tt ! H+bH�b Monte
Carlo samples (with Mt = 175 GeV=c2 and MH� = 100 GeV=c2). Each histogram
is normalized to unit area.

The object created by a hadronic tau decay could, in principle, be any of the

objects that we identify in the analysis i.e. a photon, electron, muon, tau or jet.

However in 99% of the cases, hadronic taus decays in the �ducial region are recon-

structed as a tau, a jet, or not reconstructed at all.

The tau decays have been separated in the plots into the di�erent decay modes,

with the hadronic tau decays separated into one and three-prong decays. Only the

relevant reconstructed objects of interest are shown. Tau decays in the �ducial and

kinematic region, not correctly reconstructed as a decay of a particular type, tend to

be classi�ed as jets. The leptonic tau decays are shown for comparison and will be

discussed separately in the following sections on electron and muon identi�cation.

Table 5.4 summarizes the average identi�cation e�ciencies for hadronic tau de-

cays for the various Monte Carlo data samples, split up by the number of tracks

identi�ed in the 10� tau cone. The e�ciencies for taus from the tt samples vary

slightly depending on the decay mode of the top, essentially as the ET of the pro-

duced tau will vary. The di�erences between the e�ciencies measured from ISAJET

and PYTHIA Monte Carlo are clearly evident.

There is a small probability (� 1{4%) for one-prong taus to be reconstructed as
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Figure 5.12: Tau identi�cation e�ciencies for objects reconstructed from the single
isolated tau decays, HERWIG W ! �� and ISAJET tt! H+bH�b (H+ ! �+�
with Mt = 175 GeV=c2 and MH� = 100 GeV=c2) Monte Carlo samples, plotted as
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ity. The e�ciencies (plotted as a fraction of 1), are for an object identi�ed as the
appropriate type i.e. as a one or three prong hadronic tau decay or as a leptonic tau
decay to an electron or muon.
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isolated HERWIG ISAJET PYTHIA
� decay mode tau W ! �� tt decay tt decay

1-prong (N10 = 1) 71:9 � 0:5 61:6 � 0:5 37{41 42{51
1-prong (N10 = 3) 3:4 � 0:2 2:1 � 0:2 1.3 1.7{2.0
3-prong (N10 = 3) 73:2 � 0:9 67:6 � 0:8 37{43 45{54

all hadronic 74:8 � 0:4 65:0 � 0:4 38{42 44{53

Table 5.4: Summary of tau object classi�cation e�ciencies (as percentages) for
hadronic tau decay modes for all the generated data samples.

a tau with three tracks; this is due to further decays in the detector simulation e.g.

further fragmentation of the pions via Dalitz decays or pair production from the 
's

from the �0 decays giving rise to charged tracks. This e�ciency is roughly constant

over the ET and pseudorapidity range of the tau particle.

Although right-hand polarized taus (such as those from charged Higgs decays {

see the discussion in Section 3.1 on tau polarization) tend to decay with their visible

decay products in the forward direction compared to left-hand polarized taus (such

as those from W -boson decays), no di�erence is discernible within the statistics in

the hadronic tau identi�cation e�ciencies between the right-handed and left-handed

single isolated tau samples.

Minimum-bias events have been mixed into the single isolated left-handed tau

sample as well to simulate the multiple interaction environment with no discernible

di�erence in the tau identi�cation e�ciencies. A similar check was made on the

ISAJET tt! H+bH�b sample, comparing a sample with and without minimum-

bias events added in and again no e�ect within the statistical uncertainties was seen

(see Section 6.1.4).

For single isolated tau decays, very few taus decaying in the kinematic and geo-

metric acceptance region are not reconstructed as an object. There is about a 2%

ine�ciency for hadronic tau decays where no object is reconstructed. This rises to

about 7% in the W ! �� sample but is only about 2{3% in the tt samples. Overall

there is about a 6{8% ine�ciency in reconstructing an object from a tau decay to

all modes. Most of this ine�ciency (55{65%) is from tau decays to muons.
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For the tt samples, the 1-prong e�ciency is fairly constant as a function of tau

particle ET . There does appear to be some fall-o� for the 3-prongs with tau ET but

the statistics in this region are limited.

The overall e�ciency for hadronic tau identi�cation (from Table 5.4) is about

75% for single isolated taus, 65% for taus from a HERWIG W ! �� Monte Carlo

and 38{42% for the ISAJET tt samples and 44{53% for the PYTHIA tt samples.

The di�erence in the tt samples will be explored further in the next chapter. The

major di�erence between all these samples is the isolation cone cut. As the event

gets \busier" with more objects in the event, there is a greater chance for other

tracks to overlap the tau candidate.

5.2.4 Tau Fakes

Non-tau particles can be sources of TAUO objects as well. In fact, as mentioned

previously, about half of all jets form a TAUO object. These could be from narrow

QCD jets or electrons which form narrow calorimeter clusters and have associated

tracks or frommuons if they deposit enough energy in the calorimeters. The e�ciency

of the tau object identi�cation cuts in rejecting these is shown in Figure 5.13. Here,

the cumulative e�ect of the tau identi�cation cuts on all TAUOs in the ISAJET

tt! H+bH�b Monte Carlo sample that are not associated with an underlying tau

particle (i.e. there is no tau particle pointing towards the TAUO object within a

three-dimensional cone of 0.4 radians) are shown.

The tau identi�cation cuts are extremely good at rejecting TAUO candidates

that do not come from an underlying hadronic tau decay source. If a muon does

deposit enough energy in the calorimeters to form a TAUO (which occurs only at

the 1-2% level) then there is a � 10% chance for this muon to pass the tau object

identi�cation cuts, giving an overall reconstruction e�ciency of <� 0:2% for muons as

a hadronic tau object. Electrons have less than 0.1% chance of being reconstructed

as a hadronic tau.

The vast majority of fake taus arise from low track-multiplicity, narrow QCD jets

being identi�ed as a hadronic tau. Although the fake rate from QCD jets is small
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Figure 5.13: The cumulative e�ects of the tau identi�cation cuts for TAUO objects
associated with non-tau particles for the ISAJET tt! H+bH�b sample, MH� =
100 GeV=c2.

(� 1%), there are a large number of jets in a typical event from a hard pp collision,

so these form the major background for the charged Higgs analysis (see Section 7.3).

Thus, events from any real physics process containing hadronic tau decays can only

be identi�ed on a statistical basis since the number of events with real identi�ed taus

and fake identi�ed taus are comparable.

We have measured the fake identi�cation rates for the tau candidates (TAUOs)

from a sample of jets from the inclusive jet triggers and have checked these with data

from the inclusive lepton triggers. A parameterized function versus the ET of the

tau candidate is obtained that we can apply to our search data set to estimate the

number of fake taus (see Chapter 7). This fake study study is described in detail in

Appendix E.

5.3 Photon Identi�cation

We do not expect any primary, energetic photons to be produced in a charged Higgs

event, hence photon objects are not used in the topology in the �nal analysis (but

they are used in the 6ET calculation). We do not want photons to be identi�ed as

jet objects (discussed in Section 5.7) as they would then contribute to the search

topology, so we keep the photon identi�cation cuts very simple and inclusive. These
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ETEM > 10 GeV Minimum transverse energy.
Ntrk = 0 No charged tracks.
Ical < 0:1 Calorimeter isolation.

Table 5.5: Photon object identi�cation cuts.

cuts are summarized in Table 5.5.

Photon objects are required to have electromagnetic ET > 10 GeV. Photons are

identi�ed from isolated electromagnetic clusters using a cone size of �R = 0:4 where

there is no track with a transverse momentum pT > 1 GeV=c coming from the event

vertex and pointing at the cluster. A calorimeter isolation cut of Ical < 0:1 is applied

where Ical is the ratio of the calorimeter energies in the 0.4 cone surrounding the

photon cluster tower (excluding the photon cluster itself) to the photon calorimeter

cluster.

5.4 Electron Identi�cation

For electron and muon identi�cation we use selection criteria common to many anal-

yses at CDF and in particular are very similar to the \tight" electron and muon

cuts used in the top discovery analyses. Details of these selection criteria and their

e�ciencies can be found in References [55, 189].

Electron candidates are formed from a track extrapolating from the central track-

ing chamber (CTC) to a central or plug electromagnetic cluster which is constructed

from a seed tower with ET > 3 GeV and the two neighboring towers in pseudora-

pidity (�). The cluster is therefore ����� = 0:3� 15� wide. Various identi�cation

cuts are then placed on the track and calorimeter quantities to select good electrons.

Electron identi�cation in the central and the plug regions are slightly di�erent

as the CTC coverage does not extend fully into the plug region and therefore full

three-dimensional tracks cannot be reconstructed. Electromagnetic clusters in this

region therefore tend to be reconstructed as photon or jet objects.

The common selection criteria for central and plug electrons are: ET > 10 GeV,
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Central and Plug Identi�cation Cuts
ET > 10 GeV Minimum transverse energy.
EHAD=EEM < 0:05 Low hadronic energy.
Ical < 0:1 Calorimeter isolation.

Central Identi�cation Cuts Plug Identi�cation Cuts
E=p < 1:8 Energy consistent with

electron pT .
Lshr < 0:2 Good transverse calorime-

ter shower shape.
�2trans < 3 Good transverse

pro�le.
�x < 1:5 cm Good track match with

CES strips.
�2depth < 15 Good depth

pro�le.
�z < 3:0 cm fV TX > 0:5 Good number of

hits.
�2strip < 10 Good electron pro�le.

Table 5.6: Summary of the electron object identi�cation cuts.

a EHAD=EEM < 0:05 cut which ensures that we have a good electromagnetic cluster

and selects against electromagnetic clusters from hadronic sources such as pions,

and a calorimeter isolation cut, Ical < 0:1, similar to that de�ned above for photons,

which ensures the electron is well isolated. Ical measures the transverse energy in the

towers within a cone of radius R =
p
(��)2 + (��)2 = 0:4 centered on the electron

but excluding the electron cluster's transverse energy as a fraction of the electron

ET .

Figure 5.3 for the electron rejection cut for taus showed that the calorimeter

energy to track momentum ratio (E=p) is a good discriminator between electrons and

hadronic showers. A cut of E=p < 1:8 is applied to the central electron candidates.

For electromagnetic clusters in the central calorimeter, information from the CES

chambers is also available to identify electrons. The electron position at shower

maximum is determined from a �t to the shower shapes in the CES as compared to a

nominal electron pro�le that was determined from a calibration test beam [190, 191].

The position of the extrapolated track is matched in the longitudinal (�z < 3:0 cm)

and azimuthal views (�x = r�� < 1:5 cm) using the �tted shower pro�le and

ensures a good match of the track with the electromagnetic calorimeter cluster. The

goodness-of-�t of the shower shape to the nominal electron pro�le, measured by
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�2strip, is another useful discriminator. Requiring �2strip < 10 ensures a good match.

Another useful measure is the lateral shower pro�le in the calorimeter itself. This

variable, Lshr , measures the pro�le of the energy sharing in the seed tower and in

the calorimeter towers adjacent to the seed tower in azimuth. This lateral shower

pro�le is compared to test beam data. As hadronic showers have very di�erent lateral

development, this variable forms a good discriminator between electrons and jets. A

cut of Lshr < 0:2 is used in the electron identi�cation.

As there is not a full measured track for the plug region, the E=p cut cannot

be used. Similarly there are no strip chambers in the plug. However, the pro�le

of an electron candidate in the segmented transverse and depth views in the plug

calorimeter can be compared to the pro�le for a nominal electron. Quality cuts of

�2trans < 3 and �2depth < 15 are applied to the resulting �ts. Even though there is

no � information for a track pointing towards the plug, a good electron candidate

is expected to leave a track in the VTX that would point in z to the plug cluster.

At least half the expected number of hits in the VTX road (fV TX) pointing at the

PEM cluster are required.

One cut that we do not apply which has been used in the top analyses for electron

identi�cation is a �ducial cut on the position of the electron candidate inside the

tower in the electromagnetic calorimeter. This cut uses the position of the electron

candidate in the CES chamber to ensure that the electron candidate is well away

from the tower boundaries in azimuth and that the energy is well measured. The

CES covers about 84% of the �ducial volume within j�j < 1:0. As with the photons,

discussed in the previous section, we are not as concerned with �nding good electron

candidates as we are in ensuring that objects that are most likely to have come from

an electron are not identi�ed as a jet. Therefore, we do not cut away electrons that

might not have a good match in the calorimeters. Some of the cluster energy might

be missed as some of the lateral shower could go between the uninstrumented cracks

between the calorimeter towers but the extrapolated track should still give a good

measure of the electron transverse momentum.

Electrons can only enter into the �nal selection as the fourth object (X) in the
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ET > 10 GeV Minimum transverse momentum.
EEM +EHAD > 0:1 GeV Minimum calorimeter energy.
EEM < 2 GeV Maximum EM energy.
EHAD < 6 GeV Maximum hadronic energy.
�x < 2 cm (CMU) OR Track matches stub in muon chambers.
�x < 5 cm (CMP) OR
�x < 5 cm (CMX)
d0 < 3 mm Good impact parameter.
Ical < 0:1 Calorimeter isolation.

Table 5.7: Summary of muon object identi�cation cuts.

�jjX channel, and are not eligible to be b-tagged (see Section 5.8 below).

5.5 Muon Identi�cation

Muons are minimumionizing particles which means they should deposit very little

energy in the electromagnetic and hadronic calorimeters. There should however be

a good track in the central tracking chamber (CTC) and a track segment (stub) in

the muon chambers (CMU, CMP or CMX) which matches with the extrapolated

track. These properties are exploited to identify muons in the pseudorapidity range

j�j � 1:0.

The muon identi�cation cuts are relatively simple and are summarized in Ta-

ble 5.7. We demand that all muon objects have ET > 10 GeV. This is actually

derived from the pT of the track matching the stubs in the muon chambers. The

calorimeter energies for the towers that the muon would have traversed are required

to be low; EEM < 2 GeV and EHAD < 6 GeV. The measured pulse height distri-

bution for minimum ionizing particles in the central tracking chambers peaks near

1.7 GeV for the hadron calorimeters and around 0.3 GeV for the electromagnetic

calorimeters so these cuts are very e�cient for real muons while cutting away hadrons

that \punch through" to the muon chambers.

The impact parameter (d0) for the muon track (i.e. the closest approach to the

beam line) is required to be less than 3 mm, which rejects cosmic-ray muons. We

also demand that the extrapolated track matches the track segment in the muon
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chambers in azimuth (�x = r��) within < 2 mm for the CMU or < 5 mm for the

CMP and CMX.

A calorimeter isolation cut (Ical < 0:1), similar to that used for photons and

electrons, is also required. This cut rejects jets that might have punched through

the calorimeters and left track stubs in the muon chambers.

Fiducial cuts similar to those used for electrons are applied to the muons in the

top analyses to avoid the � boundaries. Again, we do not apply the �ducial cuts for

the charged Higgs analysis.

Some analyses at CDF, in particular the top search in the dilepton channel, try

to gain extra e�ciency for muons by identifying tracks that do not point at muon

tracking chambers and that have very little calorimeter energy, as minimum ionizing

particles. This can extend the muon coverage out to j�j � 1:2 and helps �ll in

some of the gaps in the muon coverage but does not gain very much in e�ciency

and adds extra systematic uncertainties. We do not include these minimum ionizing

particles in this analysis but we do include the minimum calorimeter energy cut of

at least 0.1 GeV in the calorimeter towers traversed by a muon track to maintain

consistency with the selection criteria used in the top analyses. This cut was designed

to exclude misformed tracks due to track reconstruction problems that pointed at

empty calorimeter towers.

5.6 Lepton Identi�cation E�ciencies

The e�ciency for lepton identi�cation in top-like events has been addressed by the

top analyses [55]. We are concerned here with whether leptons (e or �) can be identi-

�ed with reasonable e�ciency in charged Higgs events, using the object identi�cation

scheme described above. Leptons identi�ed as a lepton object (electron, muon or

tau) or as a jet object can contribute to the search topology for the charged Higgs

analysis, as described in Section 3.2.

The object identi�cation e�ciency for electrons and muons from tt ! H+bH�b

Monte Carlo data can be used as a measure of this e�ciency. As only objects with
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Figure 5.14: Object identi�cation e�ciencies for electrons from a tt! W+bH�b
Monte Carlo sample.

j�j < 2 and with ET > 10 GeV are identi�ed, we only use the leptons from the

Monte Carlo samples at the particle level that have these properties in the e�ciency

calculation.

Figure 5.14 shows the object identi�cation e�ciencies for electrons (including

electrons from � ! e��) and Figure 5.15 for muons (including muons from � !
���). The e�ciency is calculated in a similar method used for the tau particles in

Figure 5.12. Each plot shows the fraction of particles in a particular ET or � bin

that give rise to a uniquely identi�ed object of the speci�ed type (photon, electron,

muon, jet or not identi�ed). Very few electrons or muons produce a tau object (see

Section 5.2.4), and these are not shown.

Identi�cation of an electron particle as an electron object improves with increas-

ing electron particle ET , to a maximum of about 65%. As expected, there is a

substantial drop o� to almost zero e�ciency for j�j > 1:3 where most electrons are
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Figure 5.15: Object identi�cation e�ciencies for muons from a tt! W+bH�bMonte
Carlo sample.

identi�ed as either a photon (for lowerET ) or a jet, due to the lack of tracking cham-

bers in these high pseudorapidity regions. Electrons in the kinematic and geometric

acceptance region are reconstructed as some object about 92% of the time.

There is also a noticeable dip at � = 0 in the electron e�ciencies, due to the

90� hole in the calorimeter. There is a small concurrent rise in the electron particles

identi�ed as jets, but the approximately 10% lower e�ciency for electron objects in

this region is not fully compensated for.

Muon identi�cation e�ciencies also improve from about 50% at low ET to about

75% at higher ET for muons in the central region. Since there are no muon chambers

between the central and forward regions and because most muons deposit very little

energy in the calorimeters, less than 20% of muons in the region j�j > 1:2 are

identi�ed as jet objects and most are not reconstructed at all. This could lead to a

miscalculation of the corrected 6ET in the charged Higgs analysis, which is performed

using only identi�ed objects. This ine�ciency does fall o� for the more energetic

muons so the potential for 6ET miscalculation is reduced.

The overall e�ciency for correctly identifying an electron or muon, in the central

region, is approximately 10{20% percent higher for electron and muons from non-tau
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sources than from leptonic tau decays. Most of these electrons and muons are from

leptonic W -boson decays (W ! `�). These leptons tend to be more energetic than

the leptons from leptonic tau decays as there is an extra tau-neutrino in the tau

decay chain.

5.7 Jet Identi�cation

The jet identi�cation criteria are kept deliberately simple. Any object not classi�ed

as anything else, and having ET > 10 GeV and j�j < 2:0, is classi�ed as a jet. This

category then is a \catch-all" for all signi�cant energy deposits in the calorimeter

that fail the criteria for the other objects. In the �nal analysis selection, jets with

tracks are required to point in z to within 5 cm of the event vertex, z0. Jets with no

tracks are assumed to come from the event vertex.

Identi�cation of strongly interacting particles (i.e. gluons, quarks, mesons and

baryons) as jets is very e�cient, as shown in Figure 5.16. Here, the e�ciency for

strongly interacting particles with ET > 10 GeV and j�j < 2:0 to be reconstructed

and identi�ed as a jet object, is shown. Overall the identi�cation e�ciency is between

80{90% with the e�ciency close to 100% for particles with ET > 50 GeV.

Jet objects are the only objects which are considered for b-tagging in the �nal

data selection. This is discussed in the next section.

Some analyses at CDF, especially those involving mass measurements, try to

correct the jet energies for various e�ects [192, 193, 194]. These e�ects include out-

of-cone energy where not all of the energy associated with a jet falls within a cone

of radius 0.4 around the jet centroid. Another e�ect is that the underlying event

can contribute signi�cant energy from the spectator quarks in the interaction or

from other minimum bias interactions in the same event. As we are dealing with

fairly energetic objects in this analysis, we are not very sensitive to the contributions

from the underlying event. Also, most jet corrections work under the assumption

that the underlying process can be modelled and that all the energy in an event

can be accounted for simply. As we are dealing with events with signi�cant 6ET



179

0

0.5

1

0 50 100 150
particle ET (GeV)

ef
fic

ie
nc

y

jet objects

0

0.5

1

-2 -1 0 1 2
particle ηdetector

ef
fic

ie
nc

y

jet objects

Figure 5.16: Jet object identi�cation e�ciencies for strongly interacting particles
from a tt ! W+bH�b Monte Carlo sample.

from a number of neutrinos and as we use a jet de�nition that can include leptons,

these jet corrections are di�cult to make and would be inappropriate under certain

conditions. We therefore do not apply any further corrections to the jet energies. As

we treat the simulated data the same way in the search and since this is a counting

experiment, we are somewhat insensitive to the jet energy scale.

5.8 Secondary Vertex Tagging

The high resolution silicon vertex detector (see Section 2.5.1) enables the identi�ca-

tion of relatively long-lived particles that decay macroscopic distances (on the order

of tens to hundreds of microns) away from the primary production vertex. These

decay vertices are referred to as secondary displaced vertices. As discussed earlier in

Chapter 3, bottom quark hadrons have long lifetimes and therefore travel signi�cant

distances (on the order of a few hundred microns, which can be Lorentz boosted to

millimeters for high-pT hadrons) before decaying. This decay results in multiple par-

ticles, all coming from a vertex which is displaced from the primary vertex. Charged

particles from these decays will leave tracks that point back to the secondary. These

tracks can have large impact parameters i.e. distance of closest approach of the track

projected back to the primary vertex (see Figure 5.17 where the impact parameter

is labelled d). A technique called secondary vertex tagging (SECVTX) exploits these

properties to identify these secondary vertices. Jets that are identi�ed as coming
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from a secondary vertex are termed b-tagged or b-jets. In the charged Higgs analy-

sis we only allow objects identi�ed as a jet to be b-tagged. Note that as taus also

have a reasonably long lifetime (� 300 fs) they travel on the order of 100 �m before

decaying. We do not exploit this feature of tau decays in this analysis as the SVX

resolution is not quite good enough to observe these decays reliably; there are too

few tracks in general and the decay distance is a little too short.

Another source of secondary vertices is hadrons containing charm quarks which

are also relatively long lived and can travel 150{300 �m before decaying, also into

multi-particle states. The e�ciency for identifying the secondary vertices from these

decays is about one-third [78] of that for bottom quark hadrons. This does mean that

there are contributions to the b-tagged jets coming from non-b quark decays. There

are also fake tags that result from detector resolution and tracking ine�ciencies

where prompt tracks (i.e. those that come from the primary vertex) are mistagged.

These form a background for identifying b-jets.

The SECVTX algorithm was originally developed and optimized for tagging b-

jets in the top lepton + jets3 search channel [178, 55, 13]. This channel has a very

similar topology to the charged Higgs search and its b-tag method is therefore very

suitable for our use with no modi�cations. The algorithm is described in Appendix F.

The measurement of this algorithm's e�ciency for tagging bottom hadrons has been

described in detail in References [195], [78] and [73]. I summarize some of the results

below that are relevant to the charged Higgs analysis.

5.9 E�ciency for b-tagging

Figure 5.17 shows a schematic diagramdepicting a view of the primary and secondary

vertices in the transverse plane. The decay length of the secondary vertex (Lxy { see

Appendix F) can be converted into an estimate of the e�ective proper decay length,

3The lepton + jets search looks for tt decay signatures with a high-pT lepton (e or �), 6ET , � 2
energetic jets and � 1 b-tagged jet.
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c� , using the expression [196],

c� = Lxy
M

pTF (pT )
(5.4)

whereM is the invariant mass of the tracks associated with the secondary vertex, pT

is their total vector transverse momentum, and F (pT ) is a scale factor determined

from a Monte Carlo of b-decays, which accounts for b-hadron decay products that

are not attached to the secondary vertex (see Reference [196] for details on this scale

factor).

The two-dimensional jc� j of a secondary vertex must be less than 1 cm for a jet

to be b-tagged. Figure 5.18a shows the raw, positive c� distribution for b-tagged

jets (without background subtraction) in the Run 1 6ET data sample which forms the

charged Higgs search data set. The slope is consistent with the decay of b-hadrons.

It is interesting to note that although the tau lepton has a signi�cantly shorter

lifetime than b-hadrons, it does have a signi�cant lifetime, and hence decay length,

that is amenable to tagging by the secondary vertexing algorithm. A check can be

made on the jets associated with an identi�ed hadronically decaying tau lepton to

see if they are tagged. The raw c� distribution for these tagged jets is shown in

Figure 5.18b for taus identi�ed in the 6ET data sample. Even though no background

subtraction has been done, the raw lifetime is considerably shorter than that for the
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been made.

b-tagged jets, as expected.

The b-tagging e�ciency at CDF has been estimated using the large inclusive

electron data set. Events with a central electron (j�j < 1) with pT > 10 GeV=c

are selected as these are relatively rich in bb events (from the semileptonic decay

b ! ce�, with a branching fraction of 11:2 � 0:4% [8]). The electron tends to be

associated with the jet formed from the subsequent decay and fragmentation of the

charm quark.4 The tagging rate for the jet containing the electron and that of the

recoil jet have been estimated. An excess of jets with a positively tagged secondary

vertex is interpreted as an indication of b-hadron decays. One can also estimate the

b-tag e�ciency using double-tagged events of this type without having to know the

b-quark fraction exactly [198].

The c� distribution for tagged jets in the inclusive electron sample is compared

to a B-meson Monte Carlo in Figure 5.19.

Another method of estimating the b-tag rate uses information from the CTC

and SVX tracking and applies track degradation [78, 199] which is explained brie
y

below. This method has been applied to the Run 1B data and is an improvement

over the measurement made using only the inclusive electron sample. This method is

not subject to the limitations of the low statistics for higher ET jets in the inclusive

4A second b-tagging method (not used in this analysis) at CDF tries to tag these soft leptons

(including the muons from the semileptonic b! c�� decay) [197]
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electron measurement. This also give results that are more comparable to the regime

of the energetic inclusive b-hadrons decays from top-quark decays, where all b-quark

decay modes are possible and not just the semileptonic ones. Another limitation of

the inclusive electron measurement is the need to extrapolate into the higher energy

regime for the b-quarks from top decays which tend to be more energetic than those

in the inclusive electron sample. This extrapolation leads to a large systematic

uncertainty.

A tt Monte Carlo along with a CDF detector simulation is used to estimate

the b-tagging e�ciency. As the e�ciency for b-tagging is highly sensitive to the

simulation of the CTC and SVX tracking e�ciencies, these have been studied in

detail [200]. The CDF tracking simulations are too optimistic as the reconstruction

e�ciency of tracks is higher in the Monte Carlo simulations than that observed in

the data. The tracking simulations do not fully take into account the decrease in the

reconstruction e�ciency due to the ambiguities caused when there are a large number
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of hits in the tracking chambers. This loss of track reconstruction e�ciency has been

parameterized as a function of the number of hits around the track. The track �nding

e�ciency is degraded in the Monte Carlo simulations using this parameterization.

The track degradation method has been tuned to reproduce Run 1B data with the

SVX0 detector. This procedure has been checked using the inclusive electron sample

and there is very good agreement. The level of disagreement is used as an estimate

of systematic uncertainties introduced by this track degradation procedure [201].

The track degradation a�ects b-tagging e�ciencies in two ways. First, as the

quality of tracks is a�ected, the number of jets deemed taggable by the secondary

vertexing algorithm drops as there are fewer jets that have good SVX tracks. Second,

for a taggable jet, there tend to be fewer associated tracks and therefore less chance

of passing the b-tag requirements, so the tagging rate per taggable jet is also reduced.

For Run 1B, the b-tagging e�ciency for taggable jets (the jet scale factor) in the

Monte Carlo is lower by a factor of 0:85 � 0:01 (statistical uncertainty only). An

event scale factor (Fb) has also been determined which measures the fractional loss

in the e�ciency to observe at least one b-tagged jet in a tt event, after applying

the track degradation. For Run 1B data, the event scale factor is measured to be

F 1B
b = 0:87 � 0:06, where the uncertainty includes the contribution from all the

systematic and statistical sources [200, 201].

A similar event scale factor F 1A
b = 0:72� 0:21 was determined for correcting the

b-tagging e�ciencies in the Run 1A Monte Carlo data [55]. However this only used a

comparison between the inclusive electron data and tt Monte Carlo data, hence the

larger uncertainty. In correcting the Monte Carlo e�ciencies in the signal estimates

in the next chapter, we combine the Run 1A and 1B results. The combined event

scale factor for Run 1 is given by

Fb =
15:1 pb�1 � F 1A

b + 84:7 pb�1 � F 1B
b

99:8 pb�1
= 0:85� 0:06 (5.5)

where the scale factors are weighted by the total integrated luminosity for each run

(see Section 4.8).
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There could be a concern that b-tagging rates may be di�erent at di�erent in-

stantaneous luminosities as with increased multiple interactions it could be expected

that b-tagging could be a�ected by i) the increase in the number of jets that po-

tentially could be tagged in an average event and ii) tracks from multiple jets could

be mis-associated and tracks could be assigned to di�erent primary vertices. These

tracks could therefore have arti�cially large impact parameters and could result in

fake displaced secondary vertices. In an analysis looking for SM top decays in the all

hadronic mode [73], which has a very similar topology to the charged Higgs analysis,

this dependence on luminosity for both positive and negative b-tags was checked and

found to have negligible e�ect.

The b-tagging e�ciency from tt Monte Carlo events where there are more than

three jets in the event has been measured to be about 35 � 18% in Run 1A and

43 � 12% in Run 1B [73]. The tagging e�ciency in tt events with an identi�ed

leptonic W decay and three or more jets is about 41� 4% [199].

The raw e�ciency in the charged Higgs analysis for tagging a b-jet (no scale

factor applied) is shown in Figure 5.20 from a tt! H+bH�b Monte Carlo with

MH�= 100 GeV=c2 as a function of both ET and �. Here the denominator in the

e�ciency calculation is formed by all b-particles at the particle generator level that

have ET > 10 GeV and j�j < 2:0. The number of these that form an identi�ed

jet object that has a positive b-tag forms the numerator. In the central region, the

e�ciency is about 33% for tagging such a jet. Applying the overall event scale factor

of Fb = 0:85 for Run 1, this is reduced to 28%. The b-tag rate is dependent on

the ET of the underlying b-particle so b-jets from t! W+b tend to have a slightly

higher tag rate than those from t! H+b decays where MH� > MW . Due to the

di�erences in the fragmentation models employed in the di�erent Monte Carlo gen-

erators used in this analysis, there is another � 3% systematic uncertainty in the

b-tag rate [185]. Overall, we take a systematic uncertainty of 10% in the �nal signal

estimates due to the uncertainties in the scale factor and in the modelling of the

b-quark fragmentation.
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Figure 5.20: The raw b-tag e�ciency for identi�ed jet objects in a ISAJET
tt! W+bH�b Monte Carlo sample, with MH� = 100 GeV=c2. No scale factor
has been applied.

5.10 Analysis

The full Run 1A and Run 1B 6ET data streams, as described in Chapter 4, provide the

primary data sample for this analysis. The sample, with all \bad" events removed,

contains 145,732 events from Run 1A and 528,168 events from Run 1B for a total of

673,900 events. This represents an integrated luminosity of 99:8� 7:3 pb�1.

To reduce the full sample to a reasonable size, a preselected sub-dataset was made

which was used in the subsequent analyses. This preselection is described below.

5.10.1 Preselection Cuts

We place a few preselection cuts on the overall event quantities to reduce the data

sample to a reasonable size for tuning the �nal selection. We require the event vertex,

z0, to be within 60 cm of the nominal interaction point at the center of the detector.

This ensures that a reasonable fraction of the particles created in the collision will

pass through the tracking chambers, especially the SVX, and will also have good

calorimetry measurements. We also require at least one tau candidate (TAUO data

bank) in the event. Since we are working from the 6ET data samples, we require

6ET > 30 GeV as calculated in the o�ine processing. The o�ine processing has the

full calibration and information on problems in the detector so can ensure a good

6ET measurement, which is highly vulnerable to detector problems. We also require

both the Level 2 and Level 3 6ET triggers to have �red (as described in Chapter 4).

Table 5.8 shows the number of events failing the speci�ed cuts in the Run 1A
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and 1B 6ET data samples and also in a tt! H+bH�b Monte Carlo data sample

with Mt = 175 GeV=c2and MH� = 100 GeV=c2. The 6ET trigger requirement in the

Monte Carlo is simulated using the parameterized 6ET trigger e�ciency as described

in Chapter 6. After preselection, 273,447 events remain from the Run 1 6ET data.

5.10.2 Analysis Cuts

For all events passing the preselection criteria, all objects in an event are uniquely

identi�ed as described at the beginning of this chapter. The objects are identi�ed

in the order photon, electron, muon, tau and jet. If there is a second object identi-

�ed within a cone of 10� of an already identi�ed object then the second contending

object is ignored. This is to avoid any ambiguities in describing an event as many

calorimeter clusters with associated tracks will form electron, tau and jet candidates

from the same detector quantities. The order of identi�cation ensures clean tau iden-

ti�cation. The jet category becomes a catch-all for any object that is not identi�ed

as something else but that has signi�cant transverse energy and a pseudorapidity

j�j < 2. All identi�ed objects are also required to have a z-intercept within 5 cm of

the event vertex. Photons and jets without a matching seed track are assumed to

come from the event vertex.

Events are required to pass a set of tighter global event quantities before we

apply the topology cuts described in Section 3.2. The missing transverse energy is

recalculated using only the uniquely identi�ed objects in the event. This quantity is

labelled 6Eobj
T ; it naturally corrects the 6ET for the presence of muons which are not

included in the standard 6ET calculation where only calorimeter quantities are used.

Also, since we are dealing with objects that have a transverse energy > 10 GeV, we

are considering only the objects associated with the hard interaction and therefore

6Eobj
T is less sensitive to multiple interactions. As shown in Appendix D, the event

6ET in the tt Monte Carlo samples does not represent the data very well. The 6Eobj
T

quantity models the data better and is less sensitive to the uncertainties in the

underlying event simulation. We require 6Eobj
T > 30 GeV in addition to the original

6ET > 30 GeV cut used in making the preselection sample.
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To get the best separation of signal and background, we also impose a 6Eobj
T

isolation requirement which varies with the magnitude of 6Eobj
T . A selected event

must satisfy

��MET

�
GeV

deg

�
+ 6Eobj

T > 60GeV (5.6)

where ��MET is the minimum angle in azimuth between the nearest uniquely iden-

ti�ed object in the event and the direction of the 6Eobj
T vector. Figure 5.21 shows the

e�ect of this cut on the Run 1 6ET data and a tt! H+bH�b Monte Carlo. This

diagonal cut in the ��MET{6Eobj
T plane maintains a fairly large acceptance for the

charged Higgs sample while cutting signi�cantly into the QCD background. This
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isolation quantity is useful as it ensures a good 6ET measurement for lower values

while regaining e�ciency for larger values of 6Eobj
T .

We also apply a Z0-boson mass cut (75 < Mee;�� < 105 GeV=c2) which removes

any event that contains a pair of opposite-sign identi�ed electrons (e+e�) or muons

(�+��) whose invariant mass is consistent with the Z0 mass (MZ0 = 91:187 �
0:007 GeV [8]). Figure 5.22 shows the invariant mass for a sample of opposite-sign

electron and muon pairs from the CDF inclusive lepton data [202]. The peaks in

both the ee and �� invariant mass spectra are Z0-boson decays to pairs of leptons.

Note that the vertical scale is logarithmic so that very few events lie outside of the

Z0 mass window. We do not expect many events from leptonic Z0-bosons decays

but they could contribute background to the search channels, especially if produced

in conjunction with another heavy vector boson (see Chapter 7). This cut actually

has little marginal e�ect and is very e�cient for the signal.

We now apply the topology cuts as described in Chapter 3 to the uniquely iden-

ti�ed objects in the event. The �jjX + b-tag topology requires a leading tau of

ET > 20 GeV, two other identi�ed jets of ET > 10 GeV and at least one other object

(which could be another tau or jet, or an electron or muon) also with ET > 10 GeV.

To reduce the QCD background further, we require at least one of the jets in the

event to be b-tagged by the SECVTX algorithm as described in Appendix F.

For charged Higgs masses close to the top mass, there is less available kinetic

energy for the b-quark decays; therefore the b-jets become soft and start failing

both the ET requirement and the b-tag requirements. To regain acceptance for

these events, we also accept events with a ditau topology where we only require two

energetic hadronically decaying taus of ET > 30 GeV each that are not opposite

each other in azimuth (���� < 160�). No other objects are required but the 6ET and

6Eobj
T requirements still apply. Events passing the standard topology are excluded

from this additional sample to ensure that this sample is entirely orthogonal to the

sample satisfying the standard topology.

Figure 5.23 shows the distribution of ditau events in the 6ET data without the

back-to-back or 6ET cuts applied. The one event in the signal region in this plot,



190

Figure 5.22: Invariant mass of opposite sign electron and muon pairs in the Run 1
inclusive lepton data. The Z0-mass removal window of 75 < Mee;�� < 105 GeV=c2

is the region between the two arrows.

which fails the back-to-back cut, is most likely a ditau Drell-Yan event. Also shown

for comparison is the same distribution from a charged Higgs tt! H+bH�b Monte

Carlo with MH�= 160 GeV=c2. If the ET requirement on both taus is relaxed to

10 GeV, then the expected number of background events is 4:9� 1:5 which agrees

well with the observed 5 events.

Table 5.8 shows the numbers of events failing the preselection and �nal analysis

cuts for the Run 1 6ET data sets and a comparison tt ! H+bH�b ISAJET Monte

Carlo data set with MH� = 100 GeV=c2 and Mt = 175 GeV=c2. The numbers in

parenthesis represent the marginal e�ect of the cut; that is, the number of events
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Figure 5.23: Distribution of ditau events with respect to the ET cuts. The back-
to-back and 6ET cuts have not been applied. The distribution from a charged Higgs
Monte Carlo is also shown for comparison.

which fail only that cut. The cut requiring at least one tau does not have a marginal

e�ect listed because it was considered part of the topology cut when applied.

From the Run 1 6ET data samples, one event survives from Run 1A and six

events from Run 1B. These all pass the �jjX topology with none passing the ditau

topology. Except for one event with an electron as the fourth object (�jje), these

are all � + � 3 jets events. The events and some of their kinematic properties are

listed in Table 5.9. The kinematic and geometric information is also depicted in the

transverse view in Figures 5.24 for the Run 1A event and in Figure 5.25 for the six

Run 1B events.
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6ET Sample
Run 1A Run 1B tt! H+bH�b MC

Initial sample 145732 528168 10000

jz�j < 60 cm 9454 (3453) 40552 (17847) 349 (196)
6ET > 30 GeV 18913 (396) 8149 (892) 2355 (29)
NTAUO � 1 27260 (3679) 64343 (19282) 743 (439)
L2 Trigger 78417 (33728) 257071 (202364) 3377 (1186)
L3 Trigger 37542 (2745) 32321 (1729) 2365 (52)

After Preselection 53141 220306 5547

6Eobj
T > 30 GeV 3756 (0) 19392 (0) 209 (1)

6Eobj
T Isolation 41859 (0) 175623 (4) 1159 (56)

Z0 Removal 6 (0) 32 (0) 4 (0)
N� � 1 52599 217480 4288
Topology 53098 (0) 220053 (3) 4704 (116)
b-tagging 51698 (19) 213828 (93) 3191 (373)

After All Cuts 1 6 291

Table 5.8: Events failing the preselection and �nal analysis cuts for the Run 1A and
Run 1B 6ET data and a comparison from an ISAJET tt ! H+bH�b Monte Carlo
with MH� = 100 GeV=c2 and Mt = 175 GeV=c2. The numbers in parentheses are
the number of events failing only this particular cut. The marginal e�ect is calculated
separately for the preselection and analysis cuts.

Figure 5.26 also contains a CDF event display for the \Whopper". This is the

event (run 65769, event 446746) with the largest ET tau (173.8 GeV) in the �nal

sample. Approximately 0.3 events are expected in the �nal sample from fakes with a

tau lepton withET > 150 GeV (see Chapter 7) whereas only 0.02 events are expected

from standard top production in this region (see Chapter 6). Therefore, although

this event contains a good looking 1-prong tau decay, it is probably a hadronic fake.



193

6ET �ET ET (GeV) b-tag
Run Event (GeV) (GeV) N �

trk � j1 j2 j3=` Njets (Ntrk)

43097 31891 35:5 275:3 1 33:5 66:0 61:5 38:7 5 j1 (2)
61024 476691 79:6 201:2 1 26:1 107:4 29:6 13:5 3 j2 (4)
61592 636990 39:2 192:6 3 27:2 37:1 37:0 18:0 3 j1 (4)
64934 416715 52:9 197:0 1 20:0 42:6 15:7 60:1e 2 j1 (3)
65769 446746 83:8 312:9 1 173:8 67:0 13:0 11:6 3 j1 (3)
67476 49890 39:7 149:7 3 41:4 57:0 38:9 16:4 4 j2 (2)
67537 110744 42:4 194:2 3 26:4 82:4 24:4 19:0 4 j4 (2)

Table 5.9: Properties of events passing all the analysis cuts.

run 43097 event 31891

Figure 5.24: Depiction of the �nal selected event from Run 1A in the transverse view
(r{�). Lengths of the vectors are proportional to ET of the objects.
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run 61024 event 476691 run 61592 event 636990

run 64934 event 416715 run 65769 event 446746

run 67476 event 49890 run 67537 event 110744

Figure 5.25: Depiction of the �nal selected events from Run 1B in the transverse
view (r{�). Lengths of the vectors are proportional to ET of the objects.
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Figure 5.26: The event with the largest ET tau in the �nal sample. The dis-
plays show, clockwise from the top left are: individual tower cluster energies in
the calorimeters, a transverse end view of the central tracking chamber, a transverse
end view of tracks in the SVX and a lateral view of tracks and energy deposits in
the calorimeters.
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Chapter 6

Signal Estimates

This chapter discusses the generation of simulated data used to make signal esti-

mates, i.e. to understand what our acceptance is for top decays via a charged Higgs

boson. Simulated data are also crucial for modelling of various background pro-

cesses. This chapter discusses detection e�ciencies for our signal. The generation

of the data for background processes is discussed here also, with the actual calcu-

lation of the background contributions to the search signal deferred until the next

chapter. The use of the simulated data for the investigation of particle identi�cation

e�ciencies was discussed in Chapter 5.

A number of di�erent Monte Carlo event generators are used to simulate the

various physics processes of interest, namely: W ! `� and Z ! `` (where ` = e, �

or �), tt production with decays via t! W+b and t! H+b, vector boson (W and Z)

+ jets production and diboson (WW , WZ, ZZ) production. In all the samples the

tau leptons and b-quark hadrons are decayed in a consistent manner. The generated

events are then processed by a detector simulation and by the same reconstruction

algorithms as were used for the data. Minimum bias events are added to some of

the top samples to simulate the multiple interaction environment.

6.1 Monte Carlo Simulations

A variety of Monte Carlo event generators have been implemented by many physicists

around the world to simulate high-energy collisions between particles, using both

the vast theoretical understanding and predictions of the Standard Model and the

copious detailed experimental results available. These simulations have di�erent

strengths and weaknesses and do better or worse jobs of modelling particular physical
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processes. Models of physics beyond the Standard Model have been incorporated

into many of these simulations as well in order to make predictions about future

experimental results. Feedback between theoretical and experimental input is used

to �ne-tune these simulations and they continue to improve over time.

To make predictions of high-energy hard-scattering processes using perturbative

QCD calculations, two basic ingredients are needed: (i) the scattering cross sections

involving the fundamental partons, leptons and gauge bosons which comes from the

theory and are implemented in the Monte Carlo programs and (ii) the parton distri-

butions inside the incoming hadrons. The knowledge of these universal parton distri-

bution functions (PDF's) or structure functions is based on extensive experimental

data from a variety of hard-scattering processes. These data have been incorporated

into global analyses along with next-to-leading-order calculations of the subprocesses

by the CTEQ1 collaboration to produce universal �ts to the PDF's [203, 204]. They

provide a number of �ts based on various theoretical assumptions and calculation

techniques and these are incorporated in some of the Monte Carlo generator pro-

grams.

A number of these Monte Carlo event generators have been incorporated into the

CDF software environment and we use these in the charged Higgs analysis in the

diverse ways already speci�ed.

At CDF, the primary event generators (discussed below) simulate a desired pro-

cess and store the information in generator level banks (called GENP data banks) in

the CDF YBOS data structure [167]. The information stored includes the complete

decay chain with the 4-momentum, position, and parent and daughter information

for each particle in the decay process. This information forms the basis for subse-

quent detector simulations. The generator level information also allows comparison

with the simulated detector response to determine e�ciencies, fake rates, etcetera.

The primary event generator used in the charged Higgs analysis for the pp! tt

generation and subsequent decay is ISAJET version 7.06 [187]. ISAJET, written

1CTEQ stands for Coordinated Theoretical/Experimental Project on QCD Phenomenology and
Tests of the Standard Model.
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at Brookhaven National Laboratory, is based on perturbative-QCD calculations of

leading-order matrix elements for the hard-scattering subprocess. Radiative correc-

tions to the initial and �nal states are added in the leading-log approximation, giving

incoherent gluon emissions. The outgoing parton and beam jets are fragmented in-

dependently using a phenomenological model. Partons, including the top quark2, are

fragmented into hadrons. ISAJET 7.06 correctly models the spin-correlations and

subsequent decays via tau leptons of the vector (W ,Z) and scalar (H�) intermediate

bosons.

We also also use ISAJET to simulate the production of dibosons | WW , WZ

and ZZ | from pp collisions, where at least one of the vector bosons is forced to

decay to a tau. This sample is used in the physics background estimates discussed

in Chapter 7. Samples of Z ! `` were also produced.

To provide some cross-checks of the event simulations, we use a second Monte

Carlo generator, PYTHIA [188], written originally for CERN but updated to incor-

porate collisions of a variety of particle beams, including pp. PYTHIA uses similar

perturbative-QCD calculations for the hard-scattering subprocess as ISAJET and

patron shower evolution to model the initial and �nal state radiation corrections.

Parton fragmentation is carried out using the Lund string fragmentation model for

the light quarks [205] and the Peterson fragmentation for the heavier quarks (c

and b) [206]. We use version 5.7 which includes the correct polarization of W bosons

from the top decay, and the default leading-order CTEQ2L structure functions [204].

PYTHIA incorporates top decays before any hadronization.

We use PYTHIA to generate tt and Z ! `` processes, similar to those in ISAJET.

The comparisons between the data generated by these two di�erent generators is

discussed in Section 6.2.

A third Monte Carlo generator employed at CDF for the simulation of a hard

2This means that even though the top quark is known to decay as a free spin- 1
2
quark, ISAJET

will decay it mostly as a spin-0 meson.
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collision is HERWIG3 [186]. Again the high-energy hard-scattering process is mod-

elled via leading-order QCD matrix elements. One of HERWIG's strengths is its

detailed simulation of the QCD parton shower evolution which include color coher-

ence e�ects between initial and �nal states. This coherent color fragmentationmodel

of HERWIG is also available (as the CDF routine HERPRT [207]) to fragment the

partons into jets from purely matrix-element based Monte Carlo generators (such

as VECBOS, discussed below). We use version 5.6 to simulate W ! `� decays and

in particular for W ! �� . These simulations were heavily used for the tau lepton

asymmetry measurement [156].

VECBOS [208] is a parton-level-only Monte Carlo program based on tree-level

matrix element calculations. It is used extensively at CDF for the generation of

heavy intermediate vector boson (W and Z) processes along with higher order QCD

processes that lead to jets and produces good agreement with the characteristics seen

in the data [194, 209, 210, 211]. As VECBOS only performs the tree-level calcula-

tions, it provides only the four momenta of the partons involved in the scattering

process along with the weight or probability for each event. The subsequent parton

fragmentation and evolution and the rest of the underlying event (from the spectator

partons) are added in via the HERPRT routines of HERWIG.

We use VECBOS to generate the W and Z + jets processes as part of the

background estimate which is discussed further in Chapter 7.

6.1.1 Redecaying the Tau Leptons

Correct simulation of hadronic tau decays is critical to understanding their behavior

in the detector. Taus are complicated particles; they are the only lepton that decays

predominantly into hadronic decay products. Also, as there is at least one neutrino

in the decay chain, it is impossible to capture all the tau decay products and hence

some extrapolation and modelling is necessary to reconstruct the full tau decay.

All the event generators used in this analysis simulate the tau decays in slightly

3HERWIG stands for Hadron Emission Reactions With Interfering Gluons
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� Decay Mode %

� ! e�� 18.32
� ! ��� 17.95
� ! �(! ��0)� 25.63
� ! �� 11.90
� ! K� 0.68
� ! K�� 1.47
� ! a1(! 3�)� 18.33
� ! ���(� 1�0)� 5.72

Total 100.00

Table 6.1: Tau decay modes and branching fractions used in redecaying the taus in
TAUOLA.

di�erent ways. They tend to use di�erent branching ratios and model the � !
a1� decays di�erently. There are also inconsistencies in how they handle the �

polarization.

To overcome these discrepancies, we redecay all the generated taus in the simula-

tions using TAUOLA [212, 213, 214, 215]. TAUOLA is a software package designed

to take the output of any event generator, before any detector simulation, and remove

any tau decay products and redecay the tau taking into account the tau polarization

(based on the parent particle) with up-to-date branching fractions. This package

was adapted for use as a module in the standard CDF software by C. Loomis [216].

The tau decay branching fractions used in the redecay are shown in Table 6.1.

These are based on those listed in the 1994 Review of Particle Properties [217]. The

branching fraction to hadronic modes is 63.7% with 49.6% to one-prong hadronic

decays and 14.1% to three-prong hadronic decays.

Using TAUOLA for all the simulated data samples allows us to consistently model

the tau decays. One of the down sides however is that any spin correlation between

� 's in the same event is lost. Also, the TAUOLA module has been implemented

assuming that transverse polarizations can be ignored. Due to the relatively high-

momentum taus that we deal with in this analysis, these limitations are not of

major concern. The polarization of the resulting tau particle is set according to the

parent particle; left-handed chirality for taus fromW -boson decays and right-handed
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chirality for taus from charged Higgs decays. For the isolated taus with no parents,

used in detector studies, the chirality can be set by the user. We generated samples

of single, isolated left- and right-chiral taus as part of the tau identi�cation e�ciency

checks (see Section 5.2.3).

6.1.2 Redecaying the b-hadrons

A similar problem occurs for simulation of b-hadron decays. The modelling of b-

quarks and their hadronization is still somewhat primitive in most generators and is

implemented inconsistently. Instead, CDF has adopted a phenomenologically-based

Monte Carlo generator from the CLEO collaboration, called QQ [218]. This pack-

age has been adapted for use at CDF (via the CLEOMC analysis control interface

module [219]) to decay bottom and charm particles in Monte Carlo events. After an

event is generated, CLEOMC removes all daughter particles from the event history

that descend from the particle that is to be redecayed by QQ. Typically, this will be a

B-meson; however, it is also possible to redecay primary charm particles, B-baryons

or bb-quarkonia (bottomonia). For the charged Higgs analysis we simulate all the

possible b-decays: B-mesons (B�, B0, B0
s and B

�
c ), bottomonia and B-baryons. We

do not use the prompt charm decays.

6.1.3 Detector Simulation and Event Reconstruction

Once the simulated event in the generator format (GENP) is complete, the event is

processed by a CDF detector simulation. The detector simulation uses the generator

information as input and creates simulated CDF data banks for each event. There

are two detector simulations in general use at CDF; QFL and CDFSIM [220, 221].

CDFSIM performs the detector simulation from �rst principles by tracking the 
ight

of each long-lived particles and applying probabilistic scattering, interaction and

decay processes in each detector element. This package has fallen out of favor due

to the enormous time taken for this detailed simulation. Instead, QFL is used for all

the simulated data in this analysis. We use version 3.59 of QFL, modi�ed to include

a simulation of the SVX0 detector (see Section 2.5.1).
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Figure 6.1: Parameterization of the Level 2 6ET trigger e�ciency.

QFL performs a fast simulation by using parameterizations of the detector re-

sponse based on data. There are some known ine�ciencies with this simulation.

In particular, the modelling of the response and shower shapes of isolated pions in

the calorimeters does not agree exactly with the data [222, 223]. There could be a

concern that this might in
uence the simulation of one-prong hadronic tau decays.

However, this e�ect is most pronounced for low-momentum (< 3 GeV=c) pions; we

use very energetic taus (ET > 10 GeV) so this should not be a problem.

The results of the detector simulation are then processed by the same reconstruc-

tion algorithm as used for data to reconstruct the event for analysis. This enables a

direct comparison of the Monte Carlo event samples with the data using the same

analysis software and cuts.

As mentioned before in Chapter 4, the online trigger e�ciencies for the 6ET data

set are not reproduced well in the Monte Carlo simulations. Hence we use the

parameterized Level 2 6ET trigger turn-on e�ciency (shown in Figure 6.1) as derived

in Appendix D. This is applied to the tt Monte Carlo data to e�ectively simulate

the trigger response for the signal acceptance calculation.

For the top Monte Carlo samples where we require b-tagging, the event scale

factor, Fb = 0:85 � 0:06, derived in Equation 5.5, is applied to the �nal number
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Figure 6.2: Mass and decay length (c�) of b-tagged jets in the tt ! H+bH�b sample
with MH� = 100 GeV=c2 and Mt = 175 GeV=c2.

of events passing the b-tag requirements. This compensates for the known over-

e�ciency of simulated data as discussed in Section 5.9. Figure 6.2 shows the mass

and decay length (c�) for a sample of b-tagged jets from a ISAJET tt ! H+bH�b

sample with MH� = 100 GeV=c2 and Mt = 175 GeV=c2. The distributions look

very similar to those found in the data (see Figure 5.18a) and give us con�dence in

the b-quark simulation.

For the Monte Carlo samples, only those events in which the reconstructed tau

lepton matched a generated one within �R = 0:4 were used. The contamination

from events with jets faking a tau lepton are determined from data, as described in

Chapter 7.

All of the �nal Monte Carlo samples were scaled to the integrated luminosity of

the �nal data sample (99:8� 7:3 pb�1 | see Section 4.8).

6.1.4 Modelling the High Luminosity Environment

As the instantaneous luminosity at CDF was high enough to expect more than one

pp interaction per bunch crossing, we would like this to be re
ected in the simulated

data as well, to see if there is any e�ect from the \pile-up" of interactions.

There is a software module MIXEVT [224] which takes a primary event (either

from real or simulated data) and merges it with one or more secondary events. The

event quantities such as calorimeter tower energies and hits in the various tracking
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chambers (including the central muon chambers) are all merged correctly, enabling

the recalculation of calorimeter clusters and reconstruction of tracks from the pattern

recognition modules.

This technique is extremely useful in merging minimum bias events, i.e. events

with soft inelastic pp collisions, into the Monte Carlo simulated data, which then

models the multiple pp interaction environment. Secondary minimumbias events are

added to give an average of 1.6 interactions per beam crossing, which corresponds

to the average number of interactions per crossing over Run 1. We use minimum

bias events recorded with a special prescaled trigger designed for this purpose. This

allows a better modelling of the multiple interactions than using simulated data.

As we are working from the reduced PAD data sets however (see Section 4.5),

there is no individual hit information stored for the tracking chambers, only the

reconstructed tracks. Instead of retracking therefore, we merge the reconstructed

tracks from the minimum bias data with those from the Monte Carlo event. The

original primary vertices are maintained. This merging results in a slight over-

e�ciency in the track �nding as the e�ect of the hit ambiguities cannot be included.

This is not believed to be a problem, however, as over-e�cient track �nding tends

to degrade the classi�cation of jet clusters as hadronic taus since these objects will

fail both the number-of-tracks cut in the tau cone and the requirement of no tracks

in the isolation cone (see Section 5.2.2). At worst, this will lead to conservative

estimates of the e�ciency for the signal.

The b-tagging e�ciency is not a�ected dramatically either, as we apply the cor-

rection scale factor (see Section 5.9) to the Monte Carlo data to correct for the

over-e�ciency of track �nding.

The calorimeter tower information is stored in the PAD data (as TOWE banks)

and MIXEVT allows us to share the calorimeter energies correctly and to recalculate

the clusters.

Since the analysis is geared towards energetic objects from a hard scattering

process, we do not expect that the additional interactions in the event, which tend

to be much softer, will make any signi�cant systematic contributions to the signal
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process. Comparisons of the acceptance for ISAJET tt samples produced with and

without minimum bias events added show no di�erence within the statistical uncer-

tainties. There was also no di�erence seen in the tau identi�cation e�ciency studies,

as discussed in Section 5.2.3.

6.2 Check of the Tau Simulation

The measurement of the tau identi�cation e�ciency in the various Monte Carlo

samples was discussed in detail in Section 5.2.3. The question addressed here is the

di�erence in the e�ciencies in the ISAJET and PYTHIA top samples and how this

might a�ect the overall signal estimates.

The di�erence between the reconstruction e�ciencies for a hadronically decaying

tau particle in the central region and with visible ET > 10 GeV from the ISAJET

and PYTHIA tt samples is shown in Figure 6.3. The one- and three-prong taus have

been separated, and are shown as functions of ET and pseudorapidity. The hadronic

tau reconstruction e�ciency in PYTHIA is about 20{25% more e�cient than in the

ISAJET sample, with not much variation over the kinematic or geometric range.

The total hadronic tau reconstruction e�ciency for these representative samples was

42:0� 0:6% for ISAJET and 52:8� 0:5% for PYTHIA [185].

From a comparison of the individual tau identi�cation cuts in these two samples,

the di�erence can be accounted for almost solely by the di�erence in the isolation

cut e�ciencies.

To understand how well the underlying event is modelled in the Monte Carlo

data with regard to the tau isolation requirements, a comparison study in Z ! ee

data was performed by C. Loomis [225]. Here a Z ! ee sample extracted from the

Run 1B data is compared to simulated Z ! ee samples generated by ISAJET and

PYTHIA. We use electrons because of their high identi�cation e�ciency and because

the Monte Carlo generators should, in principle, reproduce the electron clusters well.

To make up the Z ! ee sample, an event with a central (j�j < 1) electron is

selected from the Run 1B inclusive electron sample using the identi�cation cuts as
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Figure 6.3: Di�erence in the fraction of hadronically decaying tau particles recon-
structed as a tau object with one-prong (top plot) or three-prongs (bottom plot)
between ISAJET and PYTHIA tt! H+bH�b Monte Carlo samples. These sam-
ples were generated with MH� = 100 GeV=c2 and Mt = 175 GeV=c2.

described in Section 5.4. The Top Group's �ducial cut is also applied to select good

electron candidates | this corresponds to their \tight" electron cuts. All central

tracks that have pT > 15 GeV=c, a z-intercept that is within 5 cm of that of the

electron and that form an invariant mass with the central electron of 40 < M <

140 GeV=c2, are saved. For each of these tracks, two isolation variable are saved:

�, the angle to the next nearest track with p > 1 GeV=c and Itrk =
P
pT of all

the tracks within a 0.4 cone around the track under consideration.4 In the tau

identi�cation, the isolation requirement corresponds to � > 30� (see Section 5.2.2).

The �rst check is how well the Monte Carlo samples do in reproducing the ratio

4The Itrk variable is a similar isolation quantity to Ical which measured isolation in the calorime-
ter. The tau dilepton top analysis (looking for � + e or �) used an absolute track isolation cut of
Itrk < 1 GeV=c [75].
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Figure 6.4: Invariant mass distributions in the Run 1B Z ! ee data before and after
the angle isolation requirement. The solid line is the �t of the sum of a Gaussian
(dotted) and an exponential (dashed).

of the number of Z ! ee events before and after the isolation cuts in comparison

to the data. To determine the number of Z ! ee events in the data, the invariant

mass distribution is �tted to the sum of a Gaussian and an exponential. Figure 6.4

shows the �t for the data before and after the angle isolation cut. The number of

events in the �t Gaussian is taken as the number of Z's for the data. No background

subtraction needs to be made for the Monte Carlo samples as only tracks associated

with the generated electrons are used.

The e�ciencies for the isolation requirements in the data and the Monte Carlo

samples are determined by the number of Z ! ee events that pass either the � >
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Number of Z ! ee E�ciency(%) Di�erence (%)
sample No cuts Angle Sum pT Angle Sum pT Angle Sum pT
DATA 4396 3415 3616 78�3 82�3
ISAJET 6135 5019 5177 82�1 84�1 5�4 2�4
PYTHIA 5513 4801 5035 87�1 91�1 12�4 11�4

Table 6.2: Number of Z ! ee events before and after isolation cuts, e�ciency of the
isolation requirements and di�erence in e�ciencies between data and Monte Carlo
generated samples.

30� isolation cut or the Itrk < 1 GeV=c cut. The number of Z events from each

sample, before and after the isolation cuts, and the calculated e�ciencies are shown

in Table 6.2. The error on the number of Z's in the data is approximately 5% which

includes both the uncertainties of the �t and the statistics. The di�erence between

the e�ciencies in the Monte Carlo samples and the data are also shown.

While the signi�cance of the di�erences in the last column are marginal, both

Monte Carlo samples seem to be systematically more e�cient than the data. Of the

two generated samples, ISAJET more accurately re
ects the isolation e�ciency of

the data.

The percentage di�erence between the data and the Monte Carlo samples is a

reasonable estimate of the systematic uncertainty of the tau identi�cation e�ciency

for the two Monte Carlo programs. This is � 5% for ISAJET and � 10% for

PYTHIA.

The distributions of the isolation variables can also be compared, although this

is of secondary importance compared to the absolute e�ciency. Again, to recover

the Z ! ee signal from the background in the data sample a �t to a Gaussian and

exponential for the invariant mass is used where the peak (80 < M < 100 GeV=c2)

and sideband (M < 80 and M > 100 GeV=c2) regions are �tted (see Reference [225]

for details). Figure 6.5 compares the isolation variables for the data and Monte Carlo

samples. The distributions have been normalized to unit area so that the shapes can

be compared.

For the isolation angle plot, the lowest bin (which is negative) shows evidence of
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Figure 6.5: The distribution of (left) the isolation angle, �, and (right) the sum pT
isolation, Itrk, for the Z ! ee data (open circles) and Monte Carlo samples (solid
squares). ISAJET is compared in the upper plot and PYTHIA in the lower one. All
distributions have been normalized to unit area.

overcorrection of the signal distribution. Neither Monte Carlo sample reproduces the

shape of the data well. The general shape of the ISAJET distribution is in slightly

better agreement with the data.

The agreement between the data and Monte Carlo samples is again not optimal

in the sum pT isolation distribution plot, especially at the high end. Here ISAJET

also seems to be model the data a little better.

We use ISAJET to make the �nal signal estimates and assume a systematic

uncertainty of 10% on the tau lepton identi�cation, based on the above studies. In

the next chapter, a comparison is made of the absolute number of taus expected

in the Run 1 6ET data compared to the number predicted from the Monte Carlo

simulation of the background processes, for cuts tightened to enhance a W+ � 3

jets signal. This concurs with a 10% systematic uncertainty for the tau identi�cation

in simulations (see Figure 7.14).
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6.3 Acceptance for the Charged Higgs Signal

As described in Chapter 3, this analysis is sensitive to charged Higgs boson produc-

tion and decay in the region of tan� > 1. The branching fraction for top quarks

decaying via charged Higgs only becomes substantial for tan� >� 5. In this region, the

branching fraction for H+ ! �+� is essentially 100%. Therefore we only need simu-

late top decays via the Standard Model mode (t! W+b) or via charged Higgs bosons

with the Higgs decaying subsequently to a tau and neutrino (t! H+b, H+ ! �+�).

To estimate the acceptance for the analysis cuts for these various top decays, a

linear combination of three ISAJET Monte Carlo samples is used. They all simulate

pp ! tt. The �rst sample has both top quarks decaying to charged Higgs bosons

(tt! H+bH�b) and the second sample has one top quark decaying to a charged

Higgs boson and the other to a W boson (tt! W+bH�b or tt! H+bW�b). The

charged Higgs is forced to decay into a tau lepton (H+ ! �+�); the W decays are

unconstrained. The third sample contains events with both top quarks decaying

into W bosons (i.e. standard top decay tt! W+bW�b), again with the W decays

unconstrained.

A range of charged Higgs masses was generated for the samples containing a

charged Higgs decay: MH� = 40, 60, 80, 100, 120, 140, 160, 165 and 168 GeV=c2.

This analysis was started before the �rm discovery of the top quark. Therefore

a range of di�erent top masses was generated as well: Mt = 135, 155, 175, 185

and 195 GeV=c2. Since the discovery of the top quark and the relatively precise

measurement of its mass by both CDF5 and D�, we only use the Mt = 175 GeV=c2

data to set limits. Signal acceptances and limits for the other generated top masses

can be found in Reference [226].

For each (Mt,MH�) mass-pair combination, 10,000 events were generated in each

of the three possible combinations (tt! H+bH�b, tt ! W+bH�b, tt ! H+bW�b).

The W+H� and W�H+ cases are combined and are referred to as tt! W+bH�b.

For the SM tt! W+bW�b case, where there is no MH� dependence, 50,000 events

5the best result from CDF is in the lepton + jets channel: Mt = 175:9� 4:8� 4:9 GeV=c2 [80].
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MH� tt! H+bH�b tt! W+bH�b
(GeV=c2) Standard Ditau Standard Ditau

40 2.13 � 0.13 0.10 � 0.03 1.12 � 0.07 0.02 � 0.01
60 2.07 � 0.13 0.05 � 0.02 1.19 � 0.07 0.02 � 0.01
80 1.98 � 0.13 0.13 � 0.04 1.28 � 0.07 0.00 � 0.00
100 2.52 � 0.14 0.12 � 0.03 1.44 � 0.08 0.01 � 0.01
120 2.21 � 0.14 0.20 � 0.04 1.48 � 0.08 0.00 � 0.00
140 1.72 � 0.12 0.48 � 0.07 1.59 � 0.08 0.05 � 0.02
160 0.42 � 0.06 0.64 � 0.08 1.21 � 0.07 0.04 � 0.01
165 0.09 � 0.03 0.68 � 0.08 1.02 � 0.07 0.03 � 0.01
168 0.07 � 0.02 0.66 � 0.08 1.02 � 0.07 0.05 � 0.02

tt ! W+bW�b

Standard Ditau

0.22 � 0.02 0. � 0.

Table 6.3: Acceptance for the ISAJET tt Monte Carlo samples with Mt =
175 GeV=c2, in the �jjX (standard) and ditau channels, given as a percentage
of the number of generated events.

were generated.

The generated data were run through the analysis discussed in Chapter 5. The

e�ect of the analysis cuts on a tt ! H+bH�b sample was shown in Table 5.8 as

an example. Table 6.3 shows the acceptance of the �jjX and ditau topologies for

each generated sample. These are calculated from the number of events that pass

the analysis cuts divided by the number generated in the sample. In calculating the

acceptance, we only use tau objects that match an underlying generated hadronically

decaying tau particle.

As expected (see Section 3.2) the acceptance in the �jjX channel drops as the

Higgs mass approaches the top quark mass. The ditau analysis is e�cient only in

this region.

Figure 6.6 graphically presents the acceptances for both channels as a function

of the generated Higgs mass. It is obvious here that the fall-o� in the �jjX channel

at highMH� is somewhat compensated for by the ditau channel. These acceptances

are used later in Chapter 8 to set limits.

Running a few samples of the PYTHIA tt Monte Carlo events generated with the
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(not shown) is 0:22� 0:02% in the �jjX topology, independent of MH� .

same masses as those in the ISAJET case tends to give higher overall acceptances

on the order of 10%, with a somewhat better acceptance in the ditau case. This

is consistent with the observed better e�ciency for hadronic tau decays seen in the

PYTHIA tt samples compared to those from ISAJET.

6.4 Systematic Uncertainties in the Signal Estimates

As we are performing a counting experiment, the detailed di�erences in the un-

certainties at each generated mass point are less important than the overall trend.

Also, the interplay between the two search topologies tends to nullify the systematic

e�ects at di�erent generated masses, as is shown below. We therefore calculate a

global systematic uncertainty on the acceptance for all the generated mass points.

One of the major uncertainties in the Monte Carlo simulations is in the modelling

of the higher order radiative e�ects of gluons o� the initial and �nal state partons. To
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estimate this uncertainty, samples of ISAJET tt were generated with the threshold

for radiative decays set to the beam energy (900 GeV). This e�ectively cuts o� any

radiation.

Figure 6.7 shows the relative number of jets in an event in for a tt ! H+bH�b

sample (with MH� = 160 GeV=c2) with and without gluon radiation. On average,

there are far fewer jets in an event without gluon radiation.

Figure 6.8 compares the transverse energies for the identi�ed objects in these

two samples. The average tau ET is higher and the average number of events with

one or more identi�ed taus is 25% higher in the case with no radiation. The tau

identi�cation is enhanced as there is less \contamination" from gluon jets which

could leave tracks in the tau isolation cone. Fewer jets in an event also decreases the

chance of a jet accidentally overlapping and obscuring a tau. This higher e�ciency

for identifying taus enhances the acceptance of the ditau topology; about 30% (50%)

more taus pass the primary (secondary) ditau requirements.

The
P
ET and 6ET (not shown) are peaked a little lower in the no radiation case

which will tend to decrease the �jjX topology acceptance. The average jet energy

in an event also peaks at lower values, especially for the second and subsequent jets
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Level 2 6ET trigger e�ciency 10%
Tau identi�cation e�ciency 10%
b-tagging e�ciency 10%
Gluon radiation uncertainty 10%
Energy scale uncertainty 10%
Monte Carlo statistics 8%
Integrated luminosity 7.3%

Total 25%

Table 6.4: Systematic uncertainties on the signal acceptance calculation. The total
is summed in quadrature.

in an event. About 27% more taus pass the tau topology requirements but 10%

fewer primary jets and 35% fewer other jets pass the jet topology requirements. The

b-tags also drop by about 25%.

The acceptance gains in the ditau channel tend to be almost exactly counteracted

by the losses in the �jjX channel. Combined, the overall e�ciencies decrease by

17%. A similar check in samples generated withMH� = 140 GeV=c2 gives an overall

5% decrease. Half the di�erence in the MH� = 160 GeV=c2 case rounded to 10%

is used as the systematic uncertainty on the modelling of the gluon radiation. This

was also checked in samples where the radiation threshold was raised and lowered

by factors of two and one-half, respectively. The change in the acceptance in each

case was again at most 10%.

The 
uctuations in the calorimeter response to incident particles is modelled in

the QFL detector simulation, based on measurements in test beams. We raised and

lowered the energy response in the detector simulation by one standard deviation

(based on the test beam measurements) for samples of generated tt events. At most,

this resulted in an overall 2{4 GeV shift in the average energy of the identi�ed

objects. This corresponds to about a 5% shift in energy for the primary taus and

about 10% shifts for the other objects.

Raising the energy response | the e�ect of which is to deposit more energy

in the calorimeters per particle | raised the signal acceptances by at most 5% and

lowering the response lowered the e�ciencies by at most 20%. Lowering the response
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has the larger e�ect as objects at the threshold of the topology requirements will

fail. The energy response has a more dramatic e�ect on the �jjX acceptance as well,

since it relies on more objects being over threshold than the ditau topology. Half

the di�erence between raising and lowering the response is taken as the systematic

uncertainty. On average this is about 10%.

Table 6.4 lists all sources of systematic uncertainties going into the signal accep-

tance calculation. The uncertainty based on the limited Monte Carlo statistics is

8%. All the uncertainties have been estimated from the simulated data, except for

the uncertainty on the integrated luminosity which is needed to rescale the Monte

Carlo data. Summed in quadrature, the total uncertainty is 25%.
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Chapter 7

Background Estimates

Before we can make statements about how many signal events might be in the data

after all the selection and analysis cuts, we need to determine what other physics

processes could contribute events. These are termed background.

There are two main sources of background for this analysis | those with real

hadronic tau decays and those with a fake identi�ed tau lepton. These backgrounds

are estimated independently.

The major source of events with a real isolated energetic tau lepton is from the de-

cays of the heavy vector bosons, W and Z (see Figure 3.6). We simulate electroweak

processes with aW or Z decay (with additional jets) and diboson production (WW ,

WZ, ZZ) to estimate the background contributions, discussed in Section 7.1 below.

Contributions from other tau lepton sources are estimated to be negligible. Pro-

cesses such as the semileptonic bottom quark decay b! c�� tend to \dress-up" the

tau with the charm decay products, hence these taus fail the isolation requirements.

The dominant source of background is from fakes where a hadronic jet in QCD

processes is identi�ed as a tau lepton. We determine the number of events we expect

from such fake tau leptons directly from our data sample in Section 7.3.

Standard Model top quark decays (tt! W+bW�b) are part of the signal for this

analysis and are therefore not considered as background.

7.1 Background from Electroweak Decay Processes

Simulated events from the electroweak processes pp ! W (Z) + � n jets were gen-

erated with the VECBOS Monte Carlo; an underlying event was added using the
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HERWIG Monte Carlo, as described in Section 6.1. HERWIG also simulates the

parton shower. The generation used the hp2T i for the renormalization and factoriza-

tion scales, where hpT i is the average pT of the generated partons. The minimum pT

for the jets was 8 GeV=c. The CTEQ3M structure functions [203] were used.

We only generated the decays W ! �� and Z ! �+��. To avoid double count-

ing background from fake tau leptons, only those Monte Carlo events in which the

reconstructed tau lepton matches a generated one within a �R = 0:4 cone are used.

For such an event to have a chance of passing the �jjX analysis cuts, there need

to be three (two) other jets in the event for the W (Z) case. We therefore use the

W + � 3 jets and Z + � 2 jets samples to estimate the background contributions

to this channel.

In the ditau channel we use the W (Z) + � 1 jet samples to estimate the back-

grounds. The Z + 0 jets contribution is negligible due to the back-to-back cut in

azimuth on the ditau pair (see Section 3.2). There are background contributions only

when there is one or more recoiling jet with the Z, giving the tau decay products a

boost in azimuth such that they are not back-to-back.

The inclusive cross sections �(pp ! W=Z + � n jets) for n = 0 to 4 jets have

been measured at CDF using W ! e� and Z ! e+e� decays by a group of CDF

collaborators at Duke University [227, 194, 211]. They compare the predictions

from VECBOS QCD Monte Carlo1 to the experimental measurements and derive

correction factors (known as \R-factors") which estimate the corrections needed for

normalizing the predicted cross sections from the Monte Carlo data.

The measured cross sections and corrections factors are shown in Table 7.1. Fig-

ure 7.1 shows these cross sections graphically in a plot of the measured cross sections

forW=Z + � n jets as a function of n; the superimposed band shows the predictions

resulting from variations in the renormalization scale, Q2, from hp2T i to M2
V + p2TV

(where V = W or Z), in the Monte Carlo simulations.

To normalize the Monte Carlo data in the tau lepton simulations, we assume

1with similar parton distribution functions and renormalization and factorization scales as we
used.
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Process � � B (pb) R-factor

W + � 0 jets 2490 � 120
+ � 1 jet 471 � 57 1:28 � 0:16
+ � 2 jets 101 � 19 0:90 � 0:17
+ � 3 jets 18:4 � 5:3 0:67 � 0:20
+ � 4 jets 3:1 � 1:4 0:53 � 0:25

Z + � 0 jets 231 � 13
+ � 1 jet 45:2 � 5:8 1:29 � 0:17
+ � 2 jets 9:7 � 1:9 0:92 � 0:19
+ � 3 jets 2:03 � 0:56 0:83 � 0:24
+ � 4 jets 0:43 � 0:17

Table 7.1: Inclusive cross sections � branching fractions to electron decay modes and
R-factors for heavy vector boson + jets production. The R-factors are calculated
from �data=�MC .

lepton universality, which implies B(W ! e�) � B(W ! ��), and use the correction

factors derived using the Q2 = hp2T i renormalization. The only background contri-

bution comes in the ditau channel; we expect 1:3� 1:3 events from W + jets and

0:6� 0:3 events from Z + jets. Only the statistical uncertainties are included. The

background contributions to the charged Higgs search for all processes are summa-

rized in Table 7.2.

7.2 Background from Dibosons

Diboson production was simulated with ISAJET, which includes tree-level processes

for WW , WZ, and ZZ production (see Section 6.1). In the generation, one boson

was required to decay to leptons; the other was unconstrained. Forcing one boson

to decay leptonically in the generation, reduces the accepted cross sections for these

processes to about a third of the total diboson production cross section.

Diboson production is very sensitive to trilinear boson-couplings (e.g. WWZ ver-

tices). No deviations from SM expectations have been observed in experiments [228].

We therefore use the SM cross sections predicted for these processes to normalize

the generated samples to our data set.

The standard model cross sections for pp ! WW , WZ, and ZZ have been
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estimated using a combination of analytic and Monte Carlo integration methods

in complete next-to-leading-logarithm calculations [229, 230, 231, 232]. The cross

sections are 9.5, 2.5, and 1.0 pb for WW , WZ, and ZZ respectively, with about

30% uncertainty in the prediction.

The sample of 10,000 generated events therefore represents a total cross section

of 4.3 pb. From this we estimate a total background contribution of 0:08 � 0:06

events from diboson production.

7.3 Background from Tau Fakes

Jets from regular QCD processes can mimic a tau and pass the tau selection criteria,

if the partons fragment into a narrow cone with low track multiplicity. The fake rate

for a jet to be identi�ed as a hadronic tau was determined in Appendix E based on

the inclusive jet data.

Events with these fake taus can contribute background to the signal region. For
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this to occur, there needs to be some other \activity" in the event that contributes

to the search topologies. In particular, there needs to be large 6ET for the event to

pass the preselection cuts. Sources of this 6ET could be real (e.g. from neutrinos) or

spurious (from mismeasurements in the detector due to poor calorimeter response

or from particles going through uninstrumented regions of the detector). Given the

high rates for generic QCD processes from pp collisions, such as multijet events and

heavy quark production, we expect these events to contribute substantially to the

charged Higgs background even though the tau fake rate per jet is small.

Rather than trying to model all the processes that could produce such events,

we estimate the contribution of these events from the 6ET search data set. To a very

good approximation, this data set is all background which has produced some large

6ET due to one of the e�ects mentioned above. We also assume that there are no

real taus in these events by removing the normal tau identi�cation cuts. Again, to

�rst order, this is a very good approximation. Instead, we replace the tau cuts by

a function encoding the tau fake rate for the jets. The events with these simulated

taus are then processed by the standard analysis. This produces an estimate of the

contribution from tau fakes which is absolutely normalized to our sample and which

includes any process which contributes to the fake background. We expect a total

of 5:4 � 1:5 events in the �nal sample. This includes the 25% uncertainty on the

measured fake rate.

The number of expected events from the di�erent background sources is shown in

Table 7.2, split up according to the two search channels. Splitting up the expected

background totals for each run separately gives 0:9 � 0:4 events for Run 1A and

6:5� 1:8 events for Run 1B. This is to be compared to the numbers observed in the

data: one event in Run 1A and six events in Run 1B.

7.4 Check of Background Estimation

To check the background estimation, various kinematic distributions in the data are

compared with those predicted by the fake and Monte Carlo samples, both with and
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�jjX Ditau Total

W ! �� + jet(s) | 1:3 � 1:3 1:3 � 1:3
Z ! �+�� + jet(s) | 0:6 � 0:3 0:6 � 0:3
WW ,WZ,ZZ 0:04 � 0:04 0:04 � 0:04 0:08 � 0:06
Fake taus 5:1 � 1:3 0:30 � 0:19 5:4 � 1:5

Expected 5:1 � 1:3 2:2 � 1:3 7:4 � 2:0
Observed 7 0 7
SM top (�tt = 5 pb) 1:10 � 0:10 | 1:10 � 0:10

Table 7.2: Expected background in the two search channels and observed events in
99:8� 7:3 pb�1. The expected contributions from SM top decays using a top pair
production cross section of 5.0 pb is also shown.

�ejj ��jj ��jj �jjj

Electroweak 1:8 �1:3 | | 14: � 6:
Top 0:36�0:07 0:36�0:06 | 4:00� 0:25
Fakes 1:0 �0:4 0:9 �0:4 1:0 �0:4 78: �20:
Total 3:2 �1:4 1:3 �0:4 1:0 �0:4 96: �21:
Data 2 2 1 114

Table 7.3: Standard topology events without b-tagging. The SM top contributions
(assuming �tt = 5:0 pb) are included in the total.

without b-tagging. These are shown in Figures 7.2 to 7.13. In the plots the data are

the points, the hollow region is the predicted Standard Model tt contribution, the

grey region is the contribution predicted from the W=Z Monte Carlo samples and

the dark region is the background expected from the tau fakes. The errors on the

background estimates are not shown. Overall, the agreement is excellent.

Table 7.3 shows the number of expected events in the �jjX channel from all

processes without b-tagging. The total number of expected events (102� 21) agrees

well with the number of events seen (119). The number of events in each mode also

agrees well with expectations. The kinematics of the �ve dilepton events in this

sample are summarized in Table 7.4. The b-tags indicate which object in the event,

if any, is tagged by either the soft-lepton algorithm (Ntrk = e) or by the SECVTX

algorithm (with Ntrk = number of tracks in the tag). One of these events passes the

b-tag selection used in the charged Higgs analysis and is in the �nal event sample.
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6ET �ET ET (GeV) b-tag
Run Event (GeV) (GeV) N �

trk � j1 j2 ` Njets (Ntrk)

45047 104393 56:8 131:1 1 30:2 44:0 22:5 45:6� 2 �1 (e)
61358 204309 42:1 285:4 3 107:7 74:0 12:9 20:2� 2 �2 (3)
y64934 416715 52:9 197:0 1 20:0 42:6 15:7 60:1e 2 j1 (3)
65471 47719 59:0 328:1 1 69:8 169:3 35:4 21:9� 3
65947 197455 84:1 284:4 3 52:9 41:7 23:1 50:8e 2 j1 (e)

Table 7.4: Dilepton events passing the analysis cuts without the b-tagging require-
ment. yThis event passes the b-tag requirement and is in the �nal selected sample.

Another check is performed on the consistency of the predicted backgrounds and

the e�ciency of tau identi�cation by comparing the tau lepton candidates in the 6ET

data with those from the expected backgrounds. Events are selected that pass all

the standard �jjX topology requirements but with the 6ET cut tightened to 40 GeV

and the 6Eobj
T isolation tightened to 75 (in Equation 5.6) and without the b-tagging.

These cuts enhance W ! �� + 3 jets events.

Figure 7.14 shows the charged track multiplicity for the tau candidates in these

events (the charge and track requirements for the tau have not been applied). The

shaded region represents the background from fakes, the dark region is the con-

tribution from SM top and the hollow region is from the W + jets Monte Carlo.

Again systematic and statistical uncertainties on the Monte Carlo and background

estimates are not shown.

The total number of taus observed agrees very well with the expectations from

the various contributing physics processes with good agreement in each track mul-

tiplicity bin. The di�erence between the number of taus expected and measured is

10% for both one- and three-prongs taus combined (15% for one-prongs considered

separately). This is consistent with the 10% systematic uncertainty used for the tau

identi�cation e�ciency in the signal acceptance estimates (see Section 6.2).
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hadronic fakes

Run 1 data

top

W,Z + jets

Figure 7.2: Tau track multiplicity.

Figure 7.3: ET of the tau lepton.

Figure 7.4: 6ET distribution.

Figure 7.5: 6Eobj
T distribution.
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Figure 7.6: �Eobj
T distribution.

Figure 7.7: 6Eobj
T isolation variable.

Figure 7.8: ET of leading jet.

Figure 7.9: ET of next-to-leading jet.
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Figure 7.10: The invariant mass of the
two leading jets.

Figure 7.11: The other (X) object type
(e, �, � , jet, b-jet).

Figure 7.12: Pseudorapidity of the tau
lepton.

Figure 7.13: Cosine of the angle between
the tau lepton and leading jet.
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fake taus

data

W + jets

tt -

Figure 7.14: Tau track multiplicity for W ! �� + 3 jet events in the preselected
Run 1 6ET search sample, without b-tagging required. The points are the measured
data, the shaded region is background from fakes, the dark region is the contribution
predicted from SM top Monte Carlo and the hollow region is from W ! �� Monte
Carlo.
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Chapter 8

Results and Conclusions

Using both the �jjX + b-tag and ditau search topologies, 7 events are observed in

the Run 1 data from CDF, as discussed in Chapter 5. The expected background

contributions from all processes is 7:4� 2:0 events in both channels (see Chapter 7).

Therefore, the number observed is consistent with being from background only. We,

therefore, have a null result and proceed to set limits on the production of charged

Higgs bosons via top quark decays.

8.1 Expected Number of Signal Events

As shown in Chapter 6, the typical acceptances for the combined search channels for

top decays via charged Higgs bosons are in the range 1{2%. The acceptances from

Table 6.3 for both search channels have been combined in Table 8.1.

The number of signal events expected in both search channels is given by

Nsig = �tt � � �
Z
Ldt (8.1)

where �tt is the production cross section for tt pairs, � is the overall acceptance for

a top event decaying into one of the search channels and
R Ldt = 99:8� 7:3 pb�1 for

Run 1. In general, � is a function of tan�, the mass of the charged Higgs boson and

the mass of the top quark. We will assume Mt = 175 GeV=c2 for the rest of this

discussion.

All the SM searches for the top quark assume B(t! W+b) = 1. If non-SM

particles, such as the charged Higgs, exist that the top quark can decay into, then

B(t! W+b) < 1. Any measurement of SM top decays is actually measuring �obs =

�tt �B(t! W+b) times the branching fraction into the search channel. The observed



229

MH�

(GeV=c2) AWW AWH AHH

40 0:22�0:02 1:14�0:07 2:23�0:13
60 0:22�0:02 1:21�0:07 2:12�0:13
80 0:22�0:02 1:28�0:07 2:11�0:13
100 0:22�0:02 1:45�0:08 2:64�0:14
120 0:22�0:02 1:48�0:08 2:41�0:14
140 0:22�0:02 1:64�0:08 2:20�0:12
160 0:22�0:02 1:25�0:07 1:06�0:06
165 0:22�0:02 1:05�0:07 0:77�0:08
168 0:22�0:02 1:07�0:07 0:73�0:08

Table 8.1: The combined acceptances (in percent) for the two search channels (from
Table 6.3) for the various tt decay modes for Mt = 175 GeV=c2 and di�erent MH� .
WW , WH and HH refer to the decay modes of the top and anti-top quarks.

cross section under the SM assumptions would be an underestimate of the total top

production cross section. The updated combined SM tt production cross section

result from CDF is 7:6+1:8�1:5 pb (see Table 1.6).

To calculate the number of expected signal events, we assume the theoretically

calculated top pair production cross section of �tt = 5 pb, shown in Table 1.4.

To illustrate the sensitivity to the top cross section, we assume another value of

�tt = 7:5 pb, chosen to be 50% above the theoretical expectation. The expected

contribution to the signal in our search channels when both top quarks decay via

the SM mode is 1:10 � 0:10 (1:65 � 0:15) events for the assumed top production

cross section �t�t = 5:0 pb (7.5 pb). This contribution is mostly from the �jjX

channel. Note that we have not included this SM top contribution in the background

estimation of 7:4� 2:0 events.

The overall acceptance, �, is calculated as a function of tan � for each charged

Higgs mass point from the acceptances for each possible decay pattern of the top

quark convoluted by its branching fraction:

� = B2(t! H+b)AHH + 2B(t! H+b)B(t! W+b)AWH

+ B2(t! W+b)AWW (8.2)

where the branching fractions are calculated in Appendix A assuming the type II
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Figure 8.1: Expected number of charged Higgs events forMt = 175 GeV=c2,MH� =
100 GeV=c2, and �tt = 5 pb (dashed) or 7.5 pb (solid). Models which predict 8.9 or
more expected events are excluded at 95% con�dence level (dotted).

Two Higgs Doublet Model couplings. The acceptances come from Table 8.1. For the

region of interest for this analysis, tan� >� 10; therefore we assume B(H+ ! �+�) =

1 (see Figure 1.5). Figure 8.1 shows the number of events expected (Nsig) as a

function of tan� for the two assumed values of the top cross section for a charged

Higgs mass ofMH� = 100 GeV=c2. Note that at low tan�, most of the contribution

to the signal is from SM top decays (1{2 events).

8.2 Setting Limits

To set limits on the charged Higgs production, we use a simple Monte Carlo to

generate a large ensemble of random pseudo-experiments to determine the number

of additional charged Higgs events (Nsig) needed above the number observed (Nobs)

to set a 95% con�dence level limit. This Monte Carlo [233] �rst determines the

number of background events and the number of signal events in a trial from Poisson

distributions with means Nbkg and Nsig, respectively. These means are varied within

Gaussian distributions with widths given by their systematic uncertainty. The values

of the means are truncated at zero to avoid unphysical estimations of the background

and signal. If the trial has more background events than observed in the actual
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Figure 8.2: Limits on charged Higgs boson production from this analysis for
Mt = 175 GeV=c2. The limit is shown (excluded region is on the right) for both
the theoretical (5.0 pb) and measured (7.5 pb) top cross sections. This result was
published in Reference [1].

experiment (Nbkg > Nobs), the trial is discarded so as not to take advantage of any

possible downward 
uctuation in the number of observed background events; this

leads to conservative estimates. The con�dence level for the limit is given by the

fraction of kept trials which have Nsig +Nbkg > Nobs. The value for Nsig is adjusted

until the con�dence level is 95%.

Table 6.4 listed the various systematic uncertainties a�ecting the acceptance

which, when added in quadrature, totalled 25%. This is the systematic uncertainty

used in estimating Nsig. The systematic uncertainty on the background estimate,

which is also 25%, is dominated by uncertainties in the fake rate measurement (see

Chapter 7).

From both search channels, 7 events are observed (Nobs) and the expected back-

ground is Nbkg = 7:4� 2:0. From the above limit procedure, this analysis excludes

at the 95% con�dence level any point where the expected number of charged Higgs

events is 8.9 or larger. This limit is indicated by the dotted line in Figure 8.1.

The limits can be turned into an exclusion contour in the MH�{tan� plane.
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Figure 8.2 shows the 95% con�dence level limits for charged Higgs decays via ��

for the two assumed values of the top production cross section. The current LEP-II

limits, excluding MH� � 54:5 GeV=c2, from Table 1.7 are shown as well. This plot

was published in the Physical Review Letter [1] with the LEP-I limits of 45 GeV=c2

indicated.

For large tan �, this analysis can exclude charged Higgs bosons with masses less

than 147 GeV=c2 for a top quark mass of 175 GeV=c2 with the theoretical cross

section of 5.0 pb. Charged Higgs bosons with masses less than 158 GeV=c2 can be

excluded if the assumed top cross section of 7.5 pb is used.

8.3 Limits Including Information from the Top Discovery

This charged Higgs analysis originally was developed prior to the con�rmation of

the top quark discovery. Therefore, the only information used in setting limits

above was the measured top mass and the theoretical top production cross section.

However, the top quark discovery does provide additional information which can

further restrict H� production. In the Physical Review Letter [1], we utilized the

top quark production cross section as observed at CDF [13] of �obs = 6:8+3:6�2:4 pb.

To maintain consistency with this measurement, which was from the top SM lepton

+ jets channel, the total top cross section, �tt, must increase at higher tan� to

compensate for the lower branching fraction into the SM mode B(tt ! W+bW�b).

To preserve the observed cross section in the lepton + jets channel, we allowed

the total �tt to vary as a function of tan�, MH� and Mt, with the constraint that

�obs = � � �tt � B(tt ! W+bW�b); (8.3)

where we assumed a �xed e�ciency, �, derived from the SM top search and �obs =

6:8+3:6�2:4 pb. The �tt derived from this calculation is used in Equation 8.1 to obtain

the new exclusion region, shown in Figure 8.3. The range of �0 values in the �gure

incorporate the uncertainties on the top cross section measurement. The excluded

region is larger than in Figure 8.2 and excludes lower values of tan � and larger values

of MH� .
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Figure 8.3: Charged Higgs exclusion region for Mt = 175 GeV=c2 using �t�t =
�obs=B(t�t! WbWb). This result was published in Reference [1].

This result was published in the Physical Review Letter [1] as well.

8.4 Improved Limits Using the SM Top Cross Section

The calculation of �tt from Equation 8.3 and used in Figure 8.3 took no account

of the fact that top quark decays via a charged Higgs boson could also contribute

events to the top lepton + jets channel.1 This means that �tt \blows up" as the

branching fraction for top decays into the SM-mode, Wb, becomes vanishingly small

for increasingly large values of tan �. This is shown graphically in Figure 8.4. Ob-

viously, for large tan �, this constraint becomes unphysical. This was a somewhat

naive attempt to incorporate the top discovery information into the charged Higgs

limits.

New information has become available at CDF since the publication of the Phys-

ical Review Letter [1]. An analysis that is underway by another Ph.D. student,

1Either from W decays to leptons in tt! W+bH�b or from tau decays to leptons from the
charged Higgs boson.
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Figure 8.4: The total top cross section as a function of tan� under the assumption of
Equation 8.3 (solid line) and calculated from Equation 8.4 (dashed lines) for di�erent
representative charged Higgs masses.

Brendan Bevensee2, uses the observation of top quark decays in the SM lepton +

jets and dilepton channels to place constraints on top decays via charged Higgs

bosons. Decays to charged Higgs bosons would lead to de�cits in the number of

observed top decays in these leptonic modes. The observations in these channels can

therefore be used to place indirect constraints on charged Higgs production. These

results have been presented at conferences [234] but are preliminary and the analysis

is still ongoing.

We can use the acceptances for the non-SM top decays in the lepton + jets

channel calculated by B. Bevensee [43] to constrain �tt more realistically. Table 8.2

from Reference [43] lists the acceptances in the �ve possible decay patterns, where

the top quarks can decay into either Wb or Hb and the Higgs bosons can decay into

either �� (preferred for large tan �) or cs (preferred for small tan�). The decay

mode where two Higgs bosons are produced and both decay to cs has negligible

2at the University of Pennsylvania
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MH�

(GeV=c2) A`+jets
WW A`+jets

WHcs A`+jets
WH�� A`+jets

HH��cs A`+jets
HH����

40 3:65�0:04 2:37�0:05 2:17�0:04 1:10�0:04 1:26�0:03
60 3:65�0:04 2:27�0:05 2:19�0:04 1:23�0:04 1:30�0:03
80 3:65�0:04 2:28�0:05 2:32�0:05 1:33�0:04 1:34�0:03
100 3:65�0:04 2:40�0:06 2:27�0:04 1:43�0:04 1:44�0:03
120 3:65�0:04 2:17�0:05 2:31�0:04 1:50�0:04 1:29�0:03
140 3:65�0:04 2:07�0:05 1:91�0:05 1:28�0:04 0:78�0:02
150 3:65�0:04 1:94�0:05 1:68�0:05 0:89�0:04 0:42�0:02
160 3:65�0:04 1:74�0:05 1:21�0:04 0:34�0:02 0:10�0:01
163 3:65�0:04 1:70�0:05 1:10�0:04 0:34�0:02 0:06�0:01

Table 8.2: Acceptances (as percentages) for the various tt decay channels from the
lepton + jets analysis [43]. The subscript cs or �� refers to the decay mode of the
charged Higgs boson. The uncertainties listed are due to the limited Monte Carlo
statistics. Acceptances are extrapolated past MH� = 163 GeV=c2.

contribution to the lepton + jets channel due to the lack of an energetic primary

lepton. We are also only interested in the region of large tan�. Hence we take

A`+jets
HHcscs � 0.

The observed tt cross section in the lepton + jets search channel is calculated

from [43]:

�tt =
Nobs �NbkgR Ldt � �`+jets

tt

(8.4)

with Nobs = 34:0� 5:8, Nbkg = 10:6� 1:63 and
R Ldt = 109 pb�1 [85], and where

�`+jets
tt

= B2(t! W+b)A`+jets
WW + B2(t! H+b) (8.5)

�
h
2B(H+ ! cs)B(H+ ! �+�)A`+jets

HH��cs + B2(H+ ! �+�)A`+jets
HH����

i
+ 2B(t! H+b)B(t! W+b)

h
B(H+ ! cs)A`+jets

WHcs + B(H+ ! �+�)A`+jets
WH��

i

As we are assuming that the only decay modes available to top are either Wb

or Hb, we take B(t! W+b) = 1 � B(t! H+b) and we also assume that the only

decay modes for the Higgs bosons are �� or cs and therefore can take B(H+ ! cs) =

1� B(H+ ! �+�).

3The non-tt background used here is slightly higher then in the SM top analysis as no correction
for the top content is made.
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The cross section derived from this calculation is shown as a function of tan� and

for three di�erent representative Higgs masses in Figure 8.4. The steep increase in

the total cross section at largeMH� and large tan� re
ects the small acceptance in

the leptonic channels for the tt! H+bH�b mode where both Higgs bosons decay to

��. The solid curve in the same �gure shows the cross section increase with tan� for

MH� = 100 GeV=c2 under the naive assumption used for Figure 8.3. Obviously the

new calculation gives a more physical result but does show, for large tan� and MH�

values, that cross sections on the order of tens of picobarns would still be necessary

to maintain consistency with the top measurements.

To incorporate the information from the lepton + jets analysis into our analysis

(referred to below as the tau + jets analysis), we need to understand the interplay

of the systematic uncertainties in both analyses. We recast the calculation as:

Nsig = (N `+jets
obs �N `+jets

bkg ) � �
�+jets
tt

�
`+jets
tt

(8.6)

which is derived by plugging Equation 8.4 into Equation 8.1 (ignoring the slight

di�erences in the luminosities used in the two analyses). The systematic uncertainty

in the luminosity cancels and all we are left with is the uncertainty in the number of

top events observed in the lepton + jets analysis (23:4�6:0) and in the uncertainties
in the acceptances for the signal in each analysis. The acceptance is a complicated

function of tan�, MH� and Mt so the rest of this discussion will be making some

simplifying assumptions. There is also a potential overlap of the signal in each

acceptance which has not been studied yet. A larger meta-analysis combining all

these results, including results from a third CDF charged Higgs analysis based on

the search for the top quark in the hadronic tau plus lepton channel [75], is planned

(see Section 8.5).

Table 8.3 shows a rough break down of the systematic uncertainties in the lepton

+ jets and tau + jets analyses, broken down by common and independent system-

atics.

The topologies being looked for in the two analyses are very similar | a high-pT

lepton or hadronically decaying tau, large 6ET , three or more other energetic jets and
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Systematics in common

lepton + jets tau + jets
Gluon radiation 8{24 10
Jet energy scale 5{17 10
b-tagging e�ciency 8 10
Luminosity 7 8

Independent systematics

lepton + jets tau + jets
z-vertex resolution 2:4
Lepton identi�cation 3 Tau identi�cation 10
Trigger 8 Trigger 10
MC statistics 2{5 MC statistics 8

Total 10:2 Total 16:2

Total combined (in quadrature) 19.2

Table 8.3: Systematic uncertainties (in percentages) in the lepton + jets and the tau
+ jets analyses separated into shared and non-shared systematics.

at least one SECVTX b-tag. This implies that, to �rst order, some of the systematic

uncertainties will cancel in the ratio of the acceptances. These are: the jet energy-

scale uncertainty in the detector simulation, the e�ect of gluon radiation from the

initial or �nal states in the Monte Carlo simulations and the uncertainty in the b-

tagging rate from the SECVTX algorithm. Varying the gluon radiation in the � +

jets analysis has little systematic e�ect as the changes in the two search topologies

tend to cancel out. More gluon radiation provides more jets for the �jjX topology

whereas less radiation provides slightly sti�er, more isolated taus which helps the

ditau topology. Variations in the jet energy scale should have similar e�ects in both

analyses as should the b-tagging systematic e�ects. Checking the detailed overlap

and correlations for these systematics will require much more extensive analysis.

Also, the e�ect of the luminosity uncertainties on the background calculations in

each analysis needs to be explored further.

The systematic uncertainties that do not cancel and should be relatively indepen-

dent are those involving the z-vertex resolution, particle identi�cation e�ciencies,

trigger e�ciencies and limitedMonte Carlo statistics. These are added in quadrature.

The total gives 19.2% uncertainty on the ratio of acceptances in Equation 8.6. This
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Figure 8.5: Charged Higgs boson 95% con�dence level exclusion regions for constant
cross sections (5.0 and 7.5 pb), and under the assumptions of the varying cross
sections, for Mt = 175 GeV=c2, plotted as functions of tan � and B(t! H+b).

is combined with the uncertainty on the number of observed top events (25.6%) to

give an overall uncertainty of 32% on Nsig. Using this uncertainty on the acceptance,

the minimum number of events needed in a Poisson process to exclude any model at

95% con�dence level, given that we observed 7 events and predict a background of

7:4� 2:0, is 9.91 events.

Excluding models that predict Nsig > 9:91 give us the new exclusion region (the

solid line) shown in Figure 8.5. The limit is shown both as a function of tan� and as a

function of B(t! H+b) forMt = 175 GeV=c2. The exclusion region does not extend

very much farther at low tan � than under the constant cross section assumption of

7.5 pb (and in fact is slightly worse forMH� = 100{120 GeV=c2) but the upper end

at high tan� reaches the highest mass (MH� = 168 GeV=c2) generated in the Monte

Carlo samples.

For large tan�, we can exclude top quark decays via charged Higgs bosons for

MH� � 168 GeV=c2 and exclude B(t! H+b) > 0:43 at the 95% con�dence level.

Due to the unexplored correlations between the two searches and because un-

physical requirements are still demanded on the top cross section at large tan �,

this result should be considered preliminary. Clearly the limit based on the naive as-

sumption of keeping the SM top cross section constant (the dashed line in Figure 8.5)

is over-optimistic and the new limit based on an improved calculation of this cross
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Figure 8.6: Comparison of the charged Higgs limits from this analysis with those
from the top lepton + jets analysis [43].

section tries to compensate. Unfortunately, there is no simple way to deconvolute

the analyses and more extensive study is needed.

Another constraint which was ignored in the current analysis and is still under

investigation is that the Yukawa couplings of the charged Higgs boson to the fermion

sector are theoretically constrained. For very large tan� ( >� 200), the perturbative

assumptions used in the calculations in Appendix A start breaking down and the

widths of both the top quark and the charged Higgs boson start to increase dramati-

cally. Hence, the limits only have validity up to about tan� � 200. The exact reach

and interpretation of these results is under investigation for the combined charged

Higgs analysis.

8.5 Comparison with Other CDF Results

Figure 8.6a shows the charged Higgs limits derived from B. Bevensee's study [43]

contrasted with our results. Note that as his is an indirect search, the excluded region

is better at lower top cross section (5.0 pb) than at the higher top cross section (7.5

pb). These two analyses are therefore complementary and combining them will give

a more robust limit.
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As mentioned above, another charged Higgs analysis is underway based on the

search in the top tau-dilepton channel [235]. The sensitivity of this analysis is lower

due to the relatively small acceptance in the lepton channels for charged Higgs events.

Typical acceptances for charged Higgs events in the tau-dilepton channel are on the

order of 0.5% compared to 1{2% in the tau + jets channel. Results from this study

are very preliminary and the plan is to combine all the channels for tau decays in a

single result.

8.6 Conclusions

This analysis excludes charged Higgs production via top quark decays at the 95%

con�dence level assuming the type-II Two Higgs Doublet Model. For large tan �,

this analysis excludes a charged Higgs boson of mass 147 (158) GeV=c2 for �tt =

5.0 (7.5) pb. Assuming information from the top quark measurements in the lepton

+ jets channel, this limit is raised to 168 GeV=c2 at large tan �. We also exclude

B(t! H+b) > 0:43 at the 95% con�dence level for MH� � 168 GeV=c2.

The techniques and datasets developed for this analysis, especially those devel-

oped for identifying hadronically decaying tau leptons, are being used in ongoing

CDF analyses and searches in the Run 1 data, such as for the neutral Higgs bosons

of the MSSM. These techniques are also being used in studying the prospects for

discovery of Higgs bosons in the CDF Run 2, scheduled to commence in 2000.

Searches at colliders for the elusive Higgs particle or particles and the explication

of their properties promises to invigorate both particle physics and physicists into

the next millennium.
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Appendix A

Calculations of Branching Ratios for the Charged Higgs

Boson

The widths of the top quark decay to W+b and H+b in a type II 2HDM are given

by the following [34, 35]:
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and
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where Mx is the mass of particle x, Vij are the CKM matrix elements (see Equa-

tion 1.5) and �(a; b; c) = (a� b � c)2 � 4ab, is the two-body kinematic phase-space

function. The subsequent decay widths for H+ ! �+� and H+ ! cs are:

�(H+ ! �+�) =
g2MH

32�M2
W

M2
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2 � (A.3)

and

�(H+ ! cs) =
3g2MH
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W

jVcsj2(M2
c cot

2 � +M2
s tan

2 �) (A.4)

A third decay mode for charged Higgs becomes important for tan � < 1 and large

MH� values ( >� 140 GeV=c2) where the charged Higgs decay can proceed through

a virtual top quark process (H+ ! t�b ! W+bb). This decay occurs at reasonable

rates when the propagator is not too far o� mass-shell, as theH+ Yukawa coupling to

tb is about 100 times larger than those to the cs and �+� channels. This three-body
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decay is calculated from [236]:
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where sb, s�b and sW are the squared four-momenta transferred to the corresponding

particles, satisfying sb + s�b + sW =M2
H� +M2

W + 2M2
b . The width is calculated by

integrating over the four-momenta.

To calculate the various widths, we use the minimal-subtraction (MS) renormal-

ization scheme [18, 19] to evolve the quark masses in perturbation theory. The large

logarithmic contributions of the QCD corrections are absorbed in the running quark

mass Mq(�) at the scale of the corresponding Higgs mass, � =MH� [42].

The running quark massesMQ(�) are evaluated at the charged Higgs mass pole:
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where the bare quark masses (MQ) used for the strange, charm and bottom quarks

are 0.2, 1.5 and 4.3 GeV=c2 respectively. The QCD scale parameter, �, is calculated

at the Z0 pole (MZ = 91:187 GeV=c2) up to O(�2s) from [237, 238]:
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where �s(MZ) = 0.118 and
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The nf refer to the number of active 
avors at a particular mass scale. For the

strange, charm and bottom quarks we choose nf = 4, 4.5 and 5 respectively.

The remainingmasses in the calculation are the tau leptonmass,M� = 1.777GeV=c2

and the W boson mass, MW = 80.22 GeV=c2. The relevant CKM matrix elements

are taken to be Vcs = 0.9736 and Vtb = 1.
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The various widths can then be calculated as functions of the top quark mass,

charged Higgs mass and tan �. Note that the relative size of the H+ decay widths

at tan� = 1 would hold for all values of tan� in the type I 2HDM.

The branching fractions for each process can then be calculated from these partial

widths, assuming they constitute all the possible decay modes. For example, the

branching fraction for top quark decays to charged Higgs (t! H+b) decays is given

by

B(t! H+b) =
�(t! H+b)

�(t ! H+b) + �(t ! W+b)
; (A.9)

and the branching fraction of charged Higgs decays to taus (H+ ! �+�) by

B(H+ ! �+�) =
�(H+ ! �+�)

�(H+ ! �+�) + �(H+ ! cs) + �(H+ ! W+bb)
(A.10)

In practicality, the �(H+ ! W+bb) widths can be ignored for tan� > 1.
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Appendix B

The Tevatron Accelerator Complex at Fermilab

Five accelerators (the Cockcroft-Walton, Linac, Booster, Main Ring and Tevatron)

and two storage rings (the antiproton Debuncher and Accumulator) make up the

accelerator complex at Fermilab. Figure B.1 shows their relationship [239].

The proton beam starts out from a bottle of hydrogen gas. The gas is passed

through a magnetron consisting of an oval-shaped cathode surrounded by an anode,

separated by 1 mm. Negatively charged hydrogen ions (H�) are produced at the

cathode which are then extracted through the anode aperture and are accelerated

through an extraction plate to 18 keV. The negative hydrogen ions are then ac-

celerated through a 750 kV potential, provided by a commercial Cockcroft-Walton

generator, and are passed down a transport line to the Linac.

The hydrogen ion source is pulsed at 15 Hz which matches the Linac and Booster

cycles. The beam from the Cockcroft-Walton is also \bunched" to match the RF

frequency of the Linac (201.24 MHz), which raises the e�ciency for the beam to

be captured in the RF structure of the Linac to about 70% (from � 35% for a

nonbunched beam).

The Linac is a two-stage 145 m long Alvarez drift-tube linear accelerator that

takes the H� ions and produces a pulsed 400 MeV (200 MeV for Run 1A) beam

from them. The accelerator consists of �ve electrically-resonant cylindrical high-

conductivity copper clad steel tanks, each of which is driven by its own RF system.

The interior of each tank consists of a line of drift tubes with bore holes for the

beam to pass through. The drift tubes are separated by accelerating gaps where the

H� ions experience the RF �eld. Alternating focusing and defocusing quadrupole

magnets, embedded within the drift tubes, counter the e�ects of the space charge
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Figure B.1: The Fermilab accelerator complex, showing the relative positions of
the Cockcroft-Walton, Linac, Booster, Main Ring, Anti-proton storage rings and
Tevatron. CDF is located at the B0 interaction region. The Main Ring and Tevatron
occupy the same 1 km radius tunnel.

and RF which tend to \blow up" the beam.

Protons are transferred to the Booster from the Linac through multiturn charge-

exchange injection at 15 Hz. This is performed by bringing the H� ions from the

Linac into a path parallel with a closed orbit for protons in the Booster. The H�

ion beam is merged with any protons already in the Booster by passing both beams

through a dogleg (two adjacent dipole magnets of opposite polarity). The combined

beam passes through a carbon foil, which strips the two electrons from the H�

ions, and then through another dogleg which restores the protons in the Booster

path, while remaining H� ions, H-atoms and anything else are directed to a beam

dump. This charge-exchange process is a non-conservative action and thus allows

the two beams to be absolutely merged, which would otherwise violate Liouville's

theorem [128]. This is the reason H� ions are accelerated rather than protons in the
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early stages.

The Booster is an 8-GeV fast-cycling proton synchrotron. It is 75.5 m in radius

and consists of 96 combined function dipole/quadrupole magnets and 17 dual gap

ferrite-tuned cavity resonators. The Booster is typically �lled in six rotations with

about 3� 1012 protons at 400 MeV from the Linac via the charge-exchange interac-

tion. Once �lled, the RF �eld phase is rotated, capturing the beam into the Booster's

RF bucket structure and the beam is accelerated to its �nal energy of 8 GeV and is

then injected into the Main Ring. The entire acceleration process takes 33 ms and

the Booster cycles completely in 66 ms, establishing the 15 Hz injection rate.

As the proton bunches are accelerated, the Booster goes through transition at

� 4:2 GeV which is a phenomenon that occurs as the bunches go from non-relativistic

to relativistic energies. Non-relativistic bunches are longitudinally stable or stable

about the synchronous phase angle as slower particles arriving late experience a larger

accelerating �eld and faster particles arriving early experience a smaller �eld. At very

high energies (where the bunches approach the speed of light), higher momentum

particles have about the same speed as lower momentum particles but they follow

a larger radius orbit which means they have a longer transit time around the ring.

The phase of the RF accelerating �elds must be changed appropriately to ensure

beam stability.

It is worth noting here that all the circular accelerators at Fermilab (the Booster,

Main Ring and Tevatron) are alternating gradient synchrotrons. They provide beta-

tron oscillations to the beam which are stable oscillations in the transverse direction

about the ideal closed orbit using series of alternating quadrupole magnets. Two

parameters for each accelerator describe these oscillations; the tune is the number

of betatron oscillations that the beam undergoes in one complete orbit, and the

beta function (�) is related to the lattice of quadrupoles in the machine and is pro-

portional to the instantaneous wavelength of the betatron oscillations. Both these

parameters are given separately for the vertical and horizontal directions. The beta

function also describes the transverse size of the beam; a region of low � has a small

beam spot size.
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The Main Ring is a 400 GeV proton synchrotron with a radius of 1 km, buried in a

tunnel 6 m underground. During colliding beam operation, it performs two functions;

it serves as a 150 GeV injector of protons and antiprotons for the Tevatron and it

provides the source of 120 GeV protons used in anti-proton creation.

The Main Ring captures the proton bunches from the Booster or anti-proton

bunches from the Accumulator at 8 GeV, accelerates the beam to the Tevatron in-

jection energy of 150 GeV, coalesces several bunches into one (�fteen for protons,

eleven for anti-protons) to maximize the number of protons (� 15�1010) or antipro-
tons (� 5 � 1010) in a Tevatron bunch and \cogs" the beam by shifting the Main

Ring RF phase to align the bunch for injection.

During anti-proton stacking (see below), the Main Ring is also used as a source of

120 GeV protons which are extracted onto a nickel target for antiproton production.

The Antiproton Source is comprised of a target station, a Debuncher ring and

an Accumulator ring. The Debuncher and Accumulator occupy the same roughly

triangular tunnel, with the Debuncher slightly larger by 6.6%. The accumulation of

anti-protons involves extracting protons at 120 GeV with a small time spread from

the Main Ring, directing them onto a Nickel target, collecting negatively charged

particles in the Debuncher with an � 8 GeV=c momentum from the secondaries and

\cooling" the antiprotons so they may be stored in the Accumulator for later use

in the Tevatron. About one antiproton is produced for every 105 protons striking

the target. The cycle time is 2.4 seconds. This process continues for several hours

until su�cient antiprotons are available for later injection into the Tevatron. About

5� 1010 anti-protons are made per hour.

The narrow time spread and small incident proton beam size from the Main

Ring helps minimize the phase space (or \emittance") of the emerging anti-protons

which lessens the demands on the stochastic cooling system. A cylindrical lithium

lens (15 cm long � 1 cm radius) is used to focus the anti-protons. The focusing is

provided by an azimuthal magnetic �eld created by a longitudinal pulsed current of

0.5 MA which focuses the antiprotons parallel to the axis. A pulsed dipole magnet

then selects 8 GeV negatively charged particles and directs them into the transport
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line to the Debuncher.

The Debuncher reduces the momentum spread of the antiprotons through RF

bunch rotation and then adiabatically debunches the beam by reducing the RF

voltage over a period of milliseconds. The RF bunch rotation converts the small

time spread into a small momentum spread. The transverse pro�le of the beam

is further reduced (by about a factor of two) by betatron stochastic cooling before

injection into the Accumulator. Cooling reduces the phase space occupied by the

beam and reduces the amount of noise in the Accumulator by reducing the transverse

oscillations of the beam.

The Accumulator has six straight sections yielding alternating high and low dis-

persion regions. The Accumulator (as well as the Debuncher) operate above transi-

tion such that the di�erences in particle momenta are seen primarily in their di�erent

path lengths. The di�erence in the orbit radius between low and high momentum

particles is utilized in cooling the anti-protons. The anti-protons are adiabatically

captured by a RF system and decelerated to the tail of the stack of previously in-

jected antiprotons. The beam is then debunched by adiabatically reducing the RF

voltage. Once in the stack tail, momentum stochastic cooling decelerates the parti-

cles, pushing them into the stack core which takes about an hour. Further cooling

in the core occurs via momentum and betatron cooling in both the vertical and

horizontal directions.

When the Tevatron is ready to accept anti-protons, the Main Ring is phase-locked

to the Accumulator and a portion of the anti-proton stack is extracted into eleven

RF buckets of the Main Ring, which are then accelerated to 150 GeV, coalesced and

cogged, and injected into the Tevatron. About half the anti-proton stack is normally

used in this process.

The Tevatron is a proton-antiproton colliding beam synchrotron using supercon-

ducting magnets cooled by liquid helium to 4.6 K. For Run 1, the Tevatron collided

900 GeV beams resulting in a center-of-mass energy of 1.8 TeV, currently the highest

in the world. The Tevatron sits 65 cm below the Main Ring in the same 1 km radius

tunnel. The RF systems of the two accelerators are attuned which yields nearly
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100% beam transfer e�ciencies between them. For Run 1, the Tevatron countercir-

culated six bunches of protons and six bunches of antiprotons and collided them at

two luminous regions, one of them being B0 where the CDF detector resides (the

other is D0 where the other collider detector at Fermilab sits). The crossing time

between bunches was about 3.5 �s.

The proton and anti-proton bunches are injected into the Tevatron at 150 GeV

from the Main Ring and are then ramped up together to 900 GeV. At 900 GeV,

the beam is \messy" with particles orbiting just outside the acceptable radius, so

the errant edges of the bunches are scraped o� using collimators. Special low-beta

quadrupoles on either side of the two luminous regions squeeze the beams and reduce

the local � to � 0:25 m. This dramatically decreases the beam spot size to <

40 �m in the transverse plane which increases the luminosity. The bunches have an

approximately Gaussian longitudinal pro�le of about 30 cm. Electrostatic separators

around the ring separate the protons and anti-proton bunches, except at the luminous

regions, which helps increase the beam lifetime. The bunches are kept in the machine

for about 8-18 hours (called a store), during which time the luminosity decreases by

about an order of magnitude. The minimum downtime between stores is about two

hours during which CDF normally takes calibration data.

The Main Ring is usually used to make anti-protons while beam is in the Tevatron

so as to minimize downtime. When the anti-proton stack is su�ciently large, the

bunches in the Tevatron are dumped and fresh bunches are injected. Aside from

maintenance periods, accesses into the collision halls for repairs or problems with

the accelerators, the accelerator complex operates 24 hours a day.
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Appendix C

The CDF Data Acquisition System

C.1 Run 1A Data Acquisition System

The Run 1A Data Acquisition system (DAQ) is shown in a schematic diagram in

Figure C.1 which shows the data 
ow through the trigger logic channels and the dig-

itized data 
ow from the detector front-end electronics. The Trigger Supervisor (TS)

supervised the data 
ow through the hardware trigger system, consisting of the Level

1 and 2 triggers and FRED (Front-end Readout and Decision boards). The Bu�er

Manager (BFM), a process running on a dedicated VAX CPU, was responsible for

coordinating the digitized data 
ow through the Fastbus crates, the Event Builders

(EVB), Level 3 and the consumers while communicating with the TS. Fastbus [152]

is a standardized, high-speed, modular data-bus system which consists of multiple

bus segments that operate independently but link together for passing data. It was

used for both data 
ow and control messages in the Run 1A system.

All components of the CDF DAQ are synchronized from the Master Clock which

picks up its timing marker from the Tevatron RF system and sends the signal to the

TS which coordinates the front-end electronics and the hardware trigger systems.

The sampling of the detector components is signalled from the TS at the appropriate

point with respect to the beam crossing. A subset of the analog signals, called fast

outs, are split o� from the data acquisition systems and sent to the Level 1 and 2

trigger systems. The Level 1 and 2 triggers are described separately in Sections 2.9.3

and 2.9.4.

The Level 1 and 2 triggers communicate with the TS through FRED, which

also generates the Live/Dead gates for the luminosity determination. On a Level
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1 accept, FRED informs the TS which then inhibits the front-end electronics from

clearing the sample-and-hold circuits. On a Level 2 accept the front-end electronics

is signalled via the TS to digitize the event. The front-end electronics are contained

in 60 Fastbus crates and 129 custom RABBIT crates [240] mounted on the detector

in the collision hall. The calorimeters and strip chambers (CES) are read out by the

RABBIT crates which involves the comparison of two voltage levels; a reference value

just before a bunch-crossing and one just after, with the di�erence being proportional

to the integrated signal-charge in a calorimeter module. This information is digitized

by an analog-to-digital converter (ADC) card in each RABBIT crate and is read out

by fast intelligent scanners, called MX's, which reside in Fastbus crates in the CDF

counting room, outside the collision hall. The muon and drift chambers from the

tracking systems have analog-signal-shaping-and-discriminator (ASD) cards in the

Fastbus crates on the detector. These signals are brought up to commercial time-

to-digital converter (TDC) modules in Fastbus crates sitting in the counting room.

These are then read out by a second type of intelligent scanner called SSP's. Each

MX or SSP scanner can bu�er four events and handles approximately 1,000 channels.

The bu�ering allows events to be handled in parallel and minimizes the deadtime

associated with liberating the TS to receive new events. There are approximately

60 MX scanners and 25 SSP scanners. There are about 160,000 electronic readout

channels in total, with about 60,000 for the calorimetry.

Once an event is completely read out (which takes about 3 ms) and digitized,

the TS re-enables the DAQ to receive new events and the BFM prompts one of two

Fastbus resident Event Builders (EVB) to pull the information from the readout

scanner bu�ers. The EVB reformats the event information into the CDF standard

YBOS data structure [167] and then pushes the event into a Level 3 bu�er via a

Fastbus to Branch-bus 1 to VME 2 connection. The maximum throughput into the

Level 3 system was kept at about 22 Hz (200 kB/event) to avoid swamping the

EVB's which were limited by large transfer setup and message overheads.

1Branch-bus is a bus interconnection system designed at Fermilab.

2VME is a 
exible open-ended backplane interconnection bus system standardized as IEEE 1014.
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Level 3 (see Section 2.9.5) runs physics algorithms on the event, which takes on

the order of a second depending on the complexity of the event, and sets the trigger

decision bits. The Farm Steward, the central controller for the Level 3 system

running on a separate dedicated VAX CPU, informs the BFM that an event has

completed processing and if the BFM decides that the event passes the selection

criteria it instructs the Bu�er Multiplexer (BMX) to pull the event from the Level

3 bu�er into a global event bu�er. The various data consumers, mostly running

on separate VAX processors, read out the events (over an independent Branch-bus)

from the global bu�er based on the trigger decision. These consumers include the

data loggers which write the events to 8 mm tape, a luminosity monitor, a trigger

monitor, various detector performance monitors and online event displays.

The trigger system successfully maintained an average of about 85% livetime

during Run 1A.

C.2 Run 1B Data Acquisition System

Most of the DAQ between the front-end scanners to the consumers was replaced for

Run 1B. The hardware trigger system and data 
ow remained essentially unchanged

apart from some minor improvements in the trigger logic boards in Level 2, which

allowed the implementation of a tau neural net trigger. Unfortunately, due to various

problems, to date this trigger has not been used for any physics analyses and I will

not discuss it further.

A diagram of the upgraded architecture is shown in Figure C.2. The main im-

provements are new front-end read out scanners and the replacement of Fastbus

and Branch-bus as the data and control message communication pathways with two

physically independent commercial networks for the logically independent data and

control message paths. The Level 3 system was also redesigned and made more

modular with more internal intelligence and control, allowing greater reliability and

scalability of the system both for Run 1B and as part of the future Run 2 system [241].

There is no central Farm Steward anymore and each Level 3 box is responsible for
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Figure C.2: Schematic of data 
ow through the CDF Data Acquisition system for
Run 1B.

its own intelligent control. Due to advances in CPU power, the Event Builders could

be replaced by processes that run in the Level 3 system. As the Rutgers group was

responsible for the design and implementation of the upgraded Level 3 system (as

well as the Run 1A system), I have described the event data 
ow and control through

Level 3 in somewhat more detail below in Section C.3.

In the Run 1A DAQ system, events were logged directly to tape. For Run 1B,

events were logged to staging disks and were then copied to tape. As 8 mm tape

drives proved somewhat unreliable, the staging step removed a small source of dead-

time from the DAQ and enhanced the data-logging reliability.

Starting at the front-end, the SSP's were replaced by new custom Fastbus Read-

out Controllers (FRC). These are based on the MIPS R3000 processor and run
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VxWorks, a real time Unix-compatible operating system. The FRC's readout all the

modules in a crate. FRC's also provide the interface for the MX readout. A series

of six single-board VME based Scanner CPUs (SCPU) then each read out a subset

of the FRC's over a new custom built Scanner Bus.

The data from the SCPU's is then transfered to Level 3 over Ultranet, which

is a high-bandwidth proprietary commercial network. Ultranet consists of a central

hub that connects the various components of the DAQ (via host adapters) in a

\star" architecture, with point-to-point links from the hub to the host adapters. The

Ultranet-1000 hub backplane used at CDF can support an aggregate of 100 MB/sec

transfers and any serial link can transmit data at a rate of 250 Mbit/sec. Transfer

rates between VME based interfaces are limited to about 13 MB/sec, excluding

overheads. The e�ective operational bandwidth, due to setup overheads etc., for 32

kB block sizes is about 5{7 MB/sec per connection or an aggregate of 30{40 MB/sec

for the six SCPU's. During Run 1B the maximum input rate to Level 3 was roughly

12 MB/sec and out 1 MB/sec. Ultranet uses standard UNIX BSD socket libraries

and provides internal monitoring and control of the network.

Control and synchronization of the data 
ow is done by processes running on

a dedicated VME-based CPU called the Scanner Manager (SM). The SM has the

responsibility of ensuring that all fragments of a particular event are delivered to

the same Level 3 processor. To this end, the SM contains a list of free memory

bu�ers in Level 3 and communicates this information to the SCPU's which then set

up the data transfer over Ultranet to the correct Level 3 memory bu�er. Commu-

nication with the Scanner CPUs, Scanner Manager and the Level 3 systems is via a

dedicated re
ective-memory network called Scramnet (Shared Common RAM Net-

work). Memory modules are located in each Scanner CPU and Level 3 VME crate

and are connected via 150 Mbit/sec �ber-optic cable. A write operation to a word

in one module is automatically propagated to all modules in the network using a

proprietary protocol, with less than 1 �s latency. This provides a very fast, reliable,

and low overhead means of communicating small data packets (such as messages) as

well as being completely independent of the data 
ow medium which avoids network
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collisions and subsequent delays.

The SM crate also contains the User Control Interface (UCI) and the Error Mon-

itor processes, running on local single CPU VME boards. Thus command passing

from the DAQ user (via Run Control) to and from the SM (which controls the entire

system) is implemented via yet another independent path, the VME bus of the SM

crate. The SM crate has access to the status of each element in the system, which

enhances the error monitoring, logging and recovery.

An FRC in the Trigger Supervisor (TS) crate provides the interface to the Scanner

Manager. As in the Run 1A DAQ system, the TS is the intelligence which provides

the link between the analog trigger data paths and the fully-digitized data path. It

also broadcasts the \Digitize Event" control signal to all the front-end electronics

and noti�es the SM of the presence of a new event. The SM in turn noti�es the

TS when an event has been completely read out, thus freeing the front-end for more

triggers.

The Level 3 processor farm runs a similar physics algorithm to the Run 1A system

to decide which events should be logged. In addition, Level 3 must now receive the 6

separate Scanner CPU fragments and build the complete event for the single trigger

as was previously done by the Event Builder in the Run 1A system. This process

occupies less than one CPU in a box. Individual event bu�ers are no longer tied to

a particular CPU; shared memory with message handling protocols allow any one

processor to work on any bu�er at a given time. All the internal control software

was rewritten to handle the new bu�er management. Each box is autonomous and

there is no central Bu�er Manager or Farm Steward. All data 
ow and control now

operates internally via shared message queues and externally via re
ective memory

or client-server socket connections in the case of the interface to Run Control or

for communication with the Consumer Server. An independent display and error

reporting process running in the control room showed the real-time status of the

Level 3 trigger system. A more detailed discussion of the event 
ow and control in

the Level 3 system is given in the next section.

Accepted events are sent out via Ultranet again to a dedicated SGI system, the
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Consumer Server (CS). The CS processes distribute events to local data logging pro-

cesses as well as remote monitoring processes via Ethernet or FDDI using TCP/IP.

Consumer processes may request events based on their classi�cation by the Level 3

algorithm. They send their requests to the CS via Ethernet which forwards the re-

quest along to Level 3 along with their priority. Events are logged to approximately

17 GB of local SCSI disks and spooled asynchronously to 8 mm tape. A total log-

ging rate of approximately 2 MB/sec, corresponding to approximately 20 Hz, can be

supported. Typical rates for normal data taking were 6-8 Hz.

C.3 Run 1B Level 3 Trigger System

The CDF Level 3 Trigger system is implemented in software on multiprocessor com-

puting systems. The Run 1A system has been described in detail elsewhere [242, 243]

and I will describe the data 
ow through the upgraded Level 3 system for Run 1B.

The trigger logic at Level 3 is described in Section 2.9.5.

The Run 1B Level 3 system ran on multiprocessor Silicon Graphics Unix machines

running the IRIX operating system. There were four Power Server series systems

with 8 MIPS R3000 processors in each and four Challenge series systems with 8 or

12 MIPS R4000/R4400 processors in each and 128 MB of RAM in each system.

The Level 3 system has been reimplemented for Run 1B as a �nite state machine.

This means that the system and processes in it are in some known state at all times

with only certain \state transitions" allowed, governed by a set of system coherency

rules. When a command or request is sent to a process to change state, it either

goes into a speci�c state or, failing that, returns to a previous known state or error

state, allowing automatic recovery and error noti�cation. Communication between

processes is accomplished through interprocess communication messages (IPC) or

messages over TCP/IP sockets between clients and servers over the various networks

described in the previous section.

A diagram of the overall Level 3 Trigger system design is shown in Figure C.3

and the internal processes, message queues and bu�ers for one Level 3 box is shown
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Figure C.3: Diagram of the overall data 
ow through the Run 1B Level 3 Trigger
System.

in Figure C.4. An example of the states and transitions allowed in the system is

shown for one of the processes (the Level 3 Run Control Server) in Figure C.5. Each

process in the system has a state diagram which may involve di�erent states and

transitions.

Events (bu�ers) in Level 3 are stored in shared memory segments to allow mul-

tiple processes to access them without the overhead of memory-to-memory copying.

Message-queues maintain the up-to-date status of the bu�ers and prevent collisions

between processes trying to access them. A number of internal processes monitor

the state of the event bu�ers and of the analysis processes which work on the data,

to ensure that events 
ow e�ciently through the system.

During data taking, on a Level 2 trigger accept, the Scanner Manager assigns a

free Level 3 Input Bu�er to the Scanner CPUs to which they will feed their data.

Each scanner is assigned an o�set-address to a block of space within the bu�er

and the event fragment is transmitted through Ultranet. A Level 3 Receiver process
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Figure C.4: Diagram of one Level 3 Box showing the processes, message queues and
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within each Level 3 box monitors the input bu�er and, when all event fragments have

been received, passes the bu�er to the Level 3 Event Input process which reformats

and checks the event structure. The event is then analyzed by the Level 3 Executable

which runs similar software to that run o�ine for event reprocessing, with slightly

di�erent algorithms for tracking and without SVX reconstruction. Results of the

trigger decisions are included in the output bu�er and, if there is a match to any

consumer request, the event is shipped over Ultranet to the Consumer Server (CS)

by the Level 3 Dispatcher process. The CS keeps a list of event requests for all the

consumers, which can change dynamically during a run, and submits these requests,

via Ethernet, to the Level 3 Request Taker process which keeps the Event Request

Table up to date. The data banks that are output are normally just the raw data

banks plus the trigger results with one proviso that the TDC information from the

VTX, CTC and CMX tracking chambers are reformatted by the Level 3 Executable

before being output. Some consumers, such as the event display processes, request
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fully reconstructed events with all the reconstruction data banks intact. These events

are deemed non-critical and hence these requested events may be dropped from the

output stream by the Level 3 system if the data stream becomes clogged due to too

many events.

A separate Level 3 Box Monitor process in each box monitors the box status and

updates these data in the re
ective memory module in each Level 3 box. This allows

external monitoring of the Level 3 farm by a separate Level 3 Display process which

updates a display in the control room with the current status of the Level 3 boxes

and reports errors. The shared data also allows logging of statistics across the farm

such as the number of events into and out of the system, average processing times,

etc.

Current data base constants, trigger tables and Scanner Manager con�guration

�les are kept up to date via the Level 3 Box Manager process which fetches the

necessary �les at the begin of a run. Communication with Run Control is maintained

over Ethernet by the Level 3 Run Control Server process which is also the human

operator interface to the Level 3 system.

Various utility programs are also started by the Level 3 Box Manager at the

end of a run to collect statistics �les and print them out in the control room and

to maintain the log �les for the various processes. Events that cause a crash of the

Level 3 Executable are stored on local disk �les along with the executable core dump

to facilitate debugging software or data problems.

For Run 1B the peak rate into Level 3 was estimated at 40{55 Hz limited mainly

by the readout times of the MX and FRC scanners. The Level 3 system itself is

highly scalable as more CPU and memory could be added very easily (which was

done part way through the run) to handle higher luminosities or lowered trigger

thresholds. The bandwidth through the Ultranet hub would then be the limiting

factor and this will be replaced by an Asynchronous Transfer Mode (ATM) system

for Run 2 [241].
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Appendix D

Missing ET Trigger E�ciencies

The primary data selection for the charged Higgs analysis depended on the online

Exotics 6ET triggers, as described in Chapter 4. An understanding of the \turn-

on" e�ciencies for these triggers is crucial in estimating the acceptance for charged

Higgs events. This appendix describes a study of these e�ciencies for the triggers

for the Run 1B data. A similar trigger e�ciency study was conducted by Christian

Couyoumtzelis for his thesis [95, 244] and a subsequent published paper [94] on a

similar search for the charged Higgs bosons from top quark decays done using the

CDF Run 1A data only. His results are not much di�erent from the Run 1B results

as will be shown later and are used in modelling the trigger turn-on for this analysis

for the Run 1A data.

To measure the trigger e�ciencies for the 6ET triggers an unbiased set of data is

needed which will have a reasonable number of events with a fair spread in 6ET . The

inclusive jet trigger data, Jet 20, Jet 50 and Jet 70, were chosen for this study as

these triggers are essentially unbiased as far as 6ET is concerned. A few other cuts

are placed on the data to further remove any biases. The inclusive jet triggers are

described in further detail in Chapter 4. These data sets were reprocessed with the

same algorithm as used for the charged Higgs data selection, with similar \bad run"

removal, as described in Section 4.5.

Comparisons with some of the Monte Carlo generated samples were also made

(see Chapter 6). This was in an attempt to model the trigger, so that the trigger

e�ciencies could be simulated, however simulation of the Level 2 trigger turn-on

proved inadequate in describing the shape and a parameterized �t to the turn-on

e�ciency from the jet data was derived instead.
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D.1 Level 2 Trigger E�ciency Measurement

The data selection from the Run 1B data depends on the Level 2 trigger

MET 35 TEX 2 NOT GAS (hereafter referred to as the Level 2 MET35 trigger)

and the Level 3 EXOB MET 30 COSFLT trigger (referred to later as the Level 3

MET30 trigger). The Level 3 trigger was essentially fully e�cient for the cuts used

in the charged Higgs analysis, especially as we require both the Level 2 and Level 3

triggers to have �red in the �nal data selection. The Level 3 trigger will be discussed

in more detail in the next section.

The Level 2 MET35 trigger required 6ET > 35 GeV and a central jet with at least

2 GeV of electromagnetic calorimeter energy. See Chapter 4 for the discussion of

the trigger details and thresholds. As the number of events failing the analysis cuts

falls sharply as we raise the required 6ET threshold, we would like to have this cut as

close to the trigger threshold as possible. The e�ciency of the online 6ET requirement

therefore becomes important in modelling charged Higgs events.

A large source of events with spurious missing ET can be excluded by excluding

events that have energy deposits in the calorimeters that appear \out-of-time" i.e.

do not coincide with a bunch crossing in the Tevatron. These are usually from

interactions with the beam and gas in the beam pipe or stray particles in \satellite"

bunches that are out of phase with the main bunches in the Tevatron. Another source

of these out-of-time deposits could be cosmic-rays passing through the detector.

In the e�ciency study, events with any out-of-time ET are rejected as these have

disproportionally high 6ET , which would skew the trigger e�ciency measurement.

This rejects about 4%, 20% and 30% of the original Jet 20, Jet 50 and Jet 70 data

sets respectively.

After this removal, there is still a di�erence between the 6ET as measured from the

Level 2 trigger calorimeter towers and that measured from the reprocessed data, with

the Level 2 measurement being somewhat higher in general for all three jet trigger

data sets. This is as expected as the full o�ine measurement has better resolution

and includes cleanup and corrections for photo-tube spikes etc. This di�erence can
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Figure D.1: Di�erence between Level 2 6ET and 6ET measured after o�ine production
for the Jet 50 trigger sample and two ISAJET Monte Carlo generated samples sim-
ulating tt production and decay in standard model modes (WW) and via a charged
Higgs (HH) with Mt = 175 GeV=c2 and MH� = 100 GeV=c2.

be seen in Figure D.1 which shows the distribution of the di�erence between the

Level 2 6ET measurement and the o�ine 6ET in the Jet 50 data.

The ISAJET Monte Carlo data samples (see Chapter 6) of top decaying via

tt! W+bW�b and tt ! H+bH�bwithMt = 175 GeV=c2 andMH� = 100GeV=c2are

used for a comparison. These data samples have simulations of the Level 2 clustering

for the trigger towers. Figure D.1 also shows the di�erence between the simulated

Level 2 6ET versus the o�ine 6ET for these data sets. The simulated Level 2 6ET is

more consistent with the o�ine 6ET here than in the real data. This is an indication

already that the trigger e�ciency cannot be modeled by the Monte Carlo data.

To obtain a consistent baseline against which to measure the e�ciency, the Level 2

MET35 trigger jet criteria are applied to the jet data. These criteria are that the

highest ET jet is central (corresponding to trigger towers 16{25) and has electro-

magnetic energy ET > 2 GeV. This step is necessary as there are many events in the

jet data sets that do not pass this criteria but have large 6ET o�ine. Not removing

these events in the denominator would show up as a trigger ine�ciency. These events

could be from interactions that did not occur near the nominal interaction point at
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Events Jet 20 Jet 50 Jet 70 WW HH

total 506180 324156 368905 50000 10000
require out-of-time ET = 0 479219 270768 262942 20188 3971
passing Level 2 criteria 268718 189253 204770 18506 3504
passing Level 2 MET35 trigger 1666 19121 43965 7846 2297

passing Level 3 MET30 trigger 1464 15883 36621 | |
passing Level 2 and Level 3 607 10505 27702 | |

Table D.1: Number of events from the inclusive jet triggers and from Monte Carlo
data passing the selection cuts used in the trigger e�ciency measurement.

the center of the detector and left large calorimeter deposits in the forward or plug

regions.

The number of events passing these criteria in each data set are shown in Ta-

ble D.1, along with those passing the Level 3 MET30 trigger. There is no modelling

of the Level 3 trigger in the Monte Carlo data.

To calculate the trigger e�ciency a bin-by-bin comparison (5 GeV bins) is made

of the number of events in the jet data that passed the Level 2 MET35 trigger online

from the total number of events that remain after applying the Level 2 trigger jet

criteria on the highest ET jet. This gives the turn on e�ciency for the online trigger.

Plots of the turn on e�ciencies measured for the three jet data sets are shown in

Figure D.2. The error bars are calculated using binomial error estimates.

The turn on for the missing ET trigger e�ciency is quite shallow. The e�ciency

from the Jet 70 data set seems to turn on earlier than the Jet 50 or the Jet 20.

The general shape of the turn on curve seems to be similar for the three data sets,

just displaced to the left (i.e. lower 6ET energies) for the higher ET jet data sets.

Taking the three data sets into account, the trigger seems to be 90% e�cient only

at 6ET > 60 GeV, although the nominal threshold is 35 GeV.

Figure D.3 shows the turn on for the Level 2 6ET trigger simulation for both

the WW and HH MC samples. Note that the turn on for both these samples

is signi�cantly sharper than in the real data (the Jet 50 e�ciency is plotted in

Figure D.3 for comparison).
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Figure D.2: Level 2 MET35 Trigger e�ciency measured in the Jet 20, Jet 50 and
Jet 70 data.

As a cross-check, a sample of generic jets from gluon and quark fragmentation

was also generated using ISAJET. The minimum pT thresholds for the jets was

set to 50 GeV=c to increase the e�ciency for passing the 6ET requirements. The

Level 2 MET35 trigger was simulated and the resulting trigger turn on e�ciency

curve overlapped those of the WW and HH Monte Carlo samples and again does

not compare well with the jet data.

This steep turn on in simulated data, coupled with the di�erence noted in Fig-

ure D.1 between the Level 2 6ET measured in data and in the simulation when com-

pared to the o�ine 6ET , leads to the conclusion that the simulated data cannot be

used to model the trigger e�ciency. A parameterization of the e�ciency measured

in the Jet 50 data is therefore used in the charged Higgs analysis. An attempt was

made to �t this turn-on e�ciency shape using both an error function and hyperbolic

tangent, neither of which gave a very good �t. This �t was abandoned in favor of

parameters using the raw e�ciencies which were encoded in a FORTRAN function
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Figure D.3: Level 2 MET35 Trigger simulation e�ciency measured from ISAJET
MC tt ! W+W� and H+H� (MH� = 100 GeV=c2). The e�ciency from Jet 50
is also shown as a comparison.

that was used to simulate the trigger e�ciency for the Monte Carlo data. Figure D.4

shows the parameterization curves used to simulate the 6ET trigger e�ciency, derived

from the Jet 20, Jet 50 and Jet 70 data. The parameters for the Jet 20 data set have

been smoothed (using a moving average) to give a smoother turn on as a function

of uncorrected o�ine 6ET .

The turn-on e�ciency of the Level 2 Missing ET triggers was measured in a

similar fashion for the Run 1A data set, by C. Couyoumtzelis. He did not separate

out the di�erent jet triggers, which were the same in Run 1A as in Run 1B, but

measured their combined e�ciency. We use his results for the combined Run 1

charged Higgs analysis. The parameterized curve for this turn on is also shown in

Figure D.4. For 6ET in the region of interest (6ET > 30 GeV) this parameter set does

not look much di�erent from the Jet 20 parameter set.

There is a systematic di�erence between the various turn on curves as calculated

from the di�erent jet trigger data sets. What we are concerned with is the e�ect this
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Figure D.4: Parameterization of Level 2 MET35 trigger turn-on e�ciencies based on
the inclusive jet triggers. The Run 1A curve is for all Run 1A inclusive jet triggers
combined. Lines are drawn to guide the eye only. The central value in each bin is
used for the parameterization.

will have on the calculation of the acceptance for the charged Higgs analysis. The

Jet 50 parameterization is used in the �nal analysis to model the Level 2 6ET trigger

turn on. The di�erence in the acceptance using the Jet 20 and Jet 70 parameter sets

is used as an estimate of the systematic uncertainty in the �nal acceptance caused

by the uncertainties in modelling the trigger turn-on. This is done by calculating

the acceptance for simulated charged Higgs events passing all the cuts, including the

Level 2 trigger 6ET turn-on e�ciency, as described in Section 5.10, using the di�er-

ent parameterizations and taking the di�erence in the acceptance as the systematic

uncertainty.

The acceptances calculated for tt! H+bH�b using the the three Run 1B jet

parameter sets and the Run 1A parameter set for Mt = 175 GeV=c2 and various

Higgs masses are shown in Table D.2. Comparing the average acceptances, the rel-

ative di�erence between the highest (Jet 70) and lowest (Jet 20) is 12:7 � 2:9%.
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MH� Parameter set
(GeV=c2) JET20 JET50 JET70 RUN 1A

40 2:28�0:15 2:54�0:16 2:58�0:16 2:29�0:15
60 2:14�0:15 2:45�0:16 2:43�0:16 2:20�0:15
80 2:04�0:14 2:35�0:15 2:48�0:16 2:11�0:15
100 2:72�0:16 2:99�0:17 3:09�0:18 2:78�0:17
120 2:40�0:15 2:62�0:16 2:67�0:16 2:41�0:16
140 1:85�0:14 2:03�0:14 2:02�0:14 1:85�0:14
160 0:48�0:07 0:50�0:07 0:52�0:07 0:48�0:07
Average 1:99�0:05 2:21�0:06 2:26�0:06 2:02�0:05

Table D.2: Acceptances (%) for tt! H+bH�b using the measured Level 2 6ET trigger
turn-on parameter sets.

A comparison between the individual acceptances shows that the relative di�erence

between any two parameter sets is basically 
at over all the di�erent mass regions.

Simulated data with tt! W+bH�b gives the same relative di�erence in the accep-

tance for the di�erent trigger parameter sets.

The Jet 50 parameter set is used in the charged Higgs analysis. As the relative

di�erence between the Jet 50 and the Jet 70 is within the errors, the main systematic

di�erence comes from the di�erence between the Jet 50 and Jet 20 parameter sets.

The relative di�erence between these two sets is 10:0�4:8%, based on comparing the

average acceptances over all the mass points. This systematic di�erence is basically


at over all the charged Higgs mass points. A systematic error of 10% is therefore

taken for the uncertainty in the Level 2 6ET trigger turn on for the charged Higgs

analysis.

A similar comparison was made using di�erent top masses during the generation

of the simulated tt data and the systematic di�erence between the acceptances de-

rived using the Jet 50 and Jet 20 parameterization remains about 10%. This was

also checked in the tt ! W+bH�b samples and holds true there as well.
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Figure D.5: Level 3 MET30 Trigger e�ciency measured from the Jet 20, Jet 50 and
Jet 70 samples.

D.2 Level 3 Trigger E�ciency Measurement

The turn on e�ciency for the Level 3 EXOB MET 30 COSFLT (MET30) trigger,

which had a slightly lower 6ET requirement of 30 GeV, is measured in a similar

way to the above. Note that 6ET measured at Level 3 is similar to that measured

o�ine as fully digitized information is used at Level 3 and not just analog trigger

tower information which was all that was available at Level 2. Table D.1 shows the

number of events passing the Level 3 trigger from the jet data. Figure D.5 shows

the trigger e�ciency measured in the three jet trigger data sets. The trigger turn-on

is much steeper here and is pretty much consistent among the three sets, especially

for 6ET > 30 GeV. This trigger is 90% e�cient by 6ET = 37 GeV. The turn on here is

steeper for the Jet 20 data set tham the Jet 50 which is steeper than the Jet 70.

The last row in the table shows the number of events that pass both the Level

2 MET35 and Level 3 MET30 triggers. About one-third of the events passing the

Level 3 trigger fail to pass the Level 2 trigger due to the ine�ciency of the Level
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2 trigger. As we require both the Level 2 and Level 3 triggers to have �red and

signi�cant o�ine 6ET in the charged Higgs analysis, the Level 3 trigger is essentially

100% e�cient for us. It was therefore not necessary to model the Level 3 trigger in

the simulated data.
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Appendix E

Tau Fake Rates

To estimate the fake rate for hadronic tau identi�cation, an unbiased sample of

events with a low fraction of real hadronic taus is required. The electron � cut is

very e�cient at removing electrons mimicking a tau. Therefore, the majority of fake

identi�ed taus will be from QCD jets which have a low track multiplicity and form a

narrow jet cluster. To obtain an unbiased sample of jets, the inclusive jet data (Jet

20, 50 and 70) were used in a study by C. Loomis [180]. To minimize any biases

from the triggers, jets are only included in the analysis sample if there is another jet

in the event that could have passed the trigger requirements.

A selection of jets meeting the following requirements was made. All jets in an

event are considered. For the selected jet to be included in the sample, there must

be at least one other calorimeter tower in the event outside a 0.7 cone around the

selected jet which satis�es the Level 1 trigger calorimeter requirement. Then there

must be another jet in the event with a matching Level 2 cluster that is above the

Level 2 ET threshold, and �nally, the o�ine ET of this other jet must be above the

Level 3 trigger threshold. As the Jet 20 trigger required 2 GeV of electromagnetic

calorimeter energy for the leading jet in the event, this leading jet is excluded in

the �nal jet sample. These requirements ensure that all the selected events are not

subject to any trigger biases.

The tau identi�cation cuts are then applied to all the jets in the �nal sample.

The fake rate is de�ned as the fraction of jets that create a TAUO object which

have a track pointing back to the event vertex within 5 cm which pass all the tau

identi�cation requirements. The fake rates are very di�erent for TAUO objects that

do not have a track coming from the event vertex. This is probably due to minimum
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Figure E.1: The tau lepton fake rate as a function of detector pseudorapidity, �det.

bias jets coming from other interaction vertices in the event which will have a di�erent

energy pro�le than those from a hard-scattering process.

The fake rate is parameterized as a function of the tau ET (coming from the

TAUO object) and the number of tracks (1 or 3) in the 10� tau cone. They are also

separated out for the three jet trigger samples to examine any systematic di�erences.

A strong dependence on the position of the tau candidate in the calorimeter in

pseudorapidity is seen as shown in Figure E.1 for the 1-prong and 3-prong taus

separately. As the tracking resolution drops dramatically past j�detj > 1, the tau

identi�cation cuts require tau candidates to be in the central region only to avoid

these large fake rates in the forward/backward regions of the detector.

Figure E.2 shows the fake rates as a function of the tau ET for the three jet

samples separately. There is good agreement over most of the range in ET between

the samples. There is a systematic di�erence, however, between the Jet 20 sample

and the other two for ET < 30 GeV. The largest fractional di�erence is 50%. Half of

this di�erence (25%) is therefore taken as the estimate of the systematic uncertainty

for the fake rates.

The invariant mass distribution of the tau fakes is shown in Figure E.3. It is

clear that these are not consistent with being from a tau decay.

The �nal parameterized fake rate for taus (f�) using all the jet samples is shown
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Figure E.2: The tau lepton fake rate parameterized as a function of tau ET for the
individual jet datasets.
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Figure E.4: The tau lepton fake rate parameterized as a function of tau ET using
all the jet samples.

in Figure E.4. The fake rate decreases from approximately 1.2% at 20 GeV (the

minimum ET requirement for the primary tau in the �nal event selection in the

charged Higgs analysis) to about 0.7% for ET > 100 GeV.

To check the fake rates derived from the inclusive jet samples, a similar procedure

in deriving the fake rates was applied to the Run 1B inclusive electron and muon

(lepton) samples. Here selected events were required to have an event vertex within

60 cm of the nominal interaction point, 6Eobj
T > 20 GeV derived from the identi�ed

objects in the event and exactly one identi�ed electron or muon. These criteria

enhance the selection of W ! e(�) + jet(s) events. The assumption is that the jets

in these events should be somewhat similar to those in top or charged Higgs events.

The tau fake rate in these samples is twice the number of identi�ed taus with the

same sign as the electron or muon divided by the total number of jets. The same

sign criteria is applied to avoid a bias from Z ! �� events which would cause an

arti�cial enhancement in the measured fake rate due to real taus.

Table E.1 shows the measured fake rates from the lepton samples and the ex-

pected fake rates based on applying the fake rates derived from the inclusive jet data

to the lepton jet sample. Only statistical uncertainties are shown. The measured

rates are in roughly good agreement with those predicted. Combining the two lepton

samples gives slightly higher statistical precision and there is still agreement within
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Measured Expected

1 prong 0:40�0:18 0:47�0:05
Electron 3 prong 1:12�0:30 0:58�0:06

both 1:52�0:35 1:05�0:11
1 prong 0:21�0:15 0:47�0:05

Muon 3 prong 0:53�0:23 0:58�0:06
both 0:73�0:28 1:05�0:11
1 prong 0:32�0:12 0:47�0:05

Combined 3 prong 0:86�0:20 0:58�0:06
both 1:18�0:23 1:05�0:11

Table E.1: Measured and expected fake rates (%) in inclusive lepton samples. Un-
certainties are statistical only.

the errors.
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Appendix F

The Secondary Vertex Algorithm

The SECVTX algorithm [195, 198] starts with tracks in the SVX that are well iden-

ti�ed. The primary event vertex in the x-y plane transverse to the beam direction is

determined to within a range of 6 to 36 �m, depending on the number of tracks and

the event topology. The impact parameter in the transverse plane, d0, for a track

is determined from this primary vertex (see Figure 5.17). The uncertainty on the

impact parameter, �d0 , is determined from the track momentum and the uncertain-

ties introduced by the position of the primary vertex and the amount of material

traversed by the track which could lead to multiple scattering. This uncertainty

ranges from 50 �m for a 1 GeV=c track to 15 �m for a 10 GeV=c track [55]. The

impact parameter signi�cance, de�ned as

Sd0 �
d0
�d0

(F.1)

is used to determine whether a track is su�ciently well measured to be called dis-

placed.

A jet is considered \taggable" if it has ET � 15 GeV, j�j � 2 and at least two

good SVX tracks (where good is de�ned below). Tracks are associated to a jet if they

lie within a cone of �R = 0:4 from the jet axis and if their z-vertex is within 5 cm

of the event z-vertex. To insure that the SVX tracks are well reconstructed and did

not originate from a photon conversion (
 ! e+e�) and to remove vertices produced

by decays of long-lived neutral particles, such as K0
s mesons (c� = 2:7 cm [8]) or �0

baryons (c� = 7:9 cm), a maximum impact parameter requirement is imposed on the

tracks of jd0j < 0:15 cm. The K0
s decays predominantly to pion-pairs, two-thirds of

which are charged pairs. The �0 decays to pairs of charged particles are dominated

by decays to p���. Both of these hadron decays can lead to secondary vertices.
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Therefore, in addition to the above, opposite-sign track-pairs with an invariant mass

consistent with theK0
s mass (497 MeV/c2) or �0 mass (1115.6MeV/c2) are removed.

The algorithm makes two passes through all the tracks associated with the jet.

The �rst pass uses somewhat looser track criteria but demands three or more tracks

to make up the secondary vertex. If no secondary vertex is found, then a second

pass is made using tighter track criteria but this time demanding only two or more

tracks to make up the secondary vertex.

The loose track criteria for the �rst pass are: pT > 0:5 GeV=c, impact parameter

signi�cance Sd0 > 2:5 and at least one good SVX cluster for tracks with hits in 3

or 4 layers of the SVX. A good SVX cluster is one which is associated with only

one track, is no more than 3 strips wide and contains no noisy or dead strips. A

2-hit track with hits in either the inner-two or outer-two layers is also accepted if

both clusters are good and the track has pT > 1:5 GeV=c. Tracks are also required

to have good three-dimensional reconstruction in the CTC which ensures that the

track parameters are well measured. A track is required to have at least 4 hits in

each of at least 2 axial superlayers of the CTC and at least 2 hits in each of at least

2 stereo superlayers.

In the �rst pass through the algorithm, a set of candidate tracks associated with

a given jet is obtained with the above track criteria. All those within the 0.4 radius

cone are ranked according to their pT , impact parameter signi�cance and the number

of good clusters on the track (see Reference [198] for details of the ranking). The

two best tracks (with at least one having pT > 2:0 GeV=c) are then constrained to a

single common vertex in a 3-dimensional �t which is then used as the seed vertex for

testing the association of the other tracks. The remaining displaced tracks are tested

and a secondary vertex is declared found if any of these �t with an impact parameter

signi�cance Sd0 < 3 with respect to the seed vertex. If an additional track cannot

be associated to the seed then a new pair of tracks is used to form a seed and a new

search for a third track is begun. If a third track is found, other tracks are tried in

an attempt to maximize the track multiplicity of the vertex. The �2 per degree of

�t for the secondary vertex is required to be less than 6. The relatively loose track
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quality and kinematic requirements in this pass helps to maintain e�ciency while the

three or more track requirement helps reject background. In addition to the above,

tracks forming a K0
s or �

0 candidate or that belong to another secondary vertex are

rejected.

If there is still no secondary vertex candidate with three or more tracks after all

track pairs are used, then a second pass is performed, looking for a two or more

track displaced vertex. The track quality requirements are tightened in addition to

the ones described above to require pT > 1:0 GeV=c, Sd0 > 3:0 and at least 2 good

clusters for the 3-hit tracks this time. No 2-hit tracks are included in this pass. A jet

is required to contain at least two of these tight quality tracks, again with at least

one track with pT > 2:0 GeV=c. All the tracks passing these requirements are used

in the constrained �t to form a vertex. If a track contributes a �2 > 50 to the vertex

�t it is rejected and a new �t is performed with the remaining tracks. This procedure

is repeated until no further tracks can be removed. If at least two displaced tracks

remain and at least one of these has pT > 2 GeV=c, then the corresponding vertex

becomes a secondary vertex candidate.

The two-dimensional decay length in the transverse (r{�) plane, Lxy , and its

error, �Lxy , is calculated from the constrained vertex �t for all secondary vertex

candidates. This decay length is shown schematically in Figure 5.17. The sign of

Lxy is given by the sign of the vector product of the Lxy direction and the jet direction

and this sign determines the sign of the tag. Positive tags tend to be associated with

a real secondary vertex, negative with mistags. As mistags tend to populate the

�Lxy distributions equally, this is a handle on subtracting out the mistags in the

+Lxy distribution.

A b-tag from a secondary vertex candidate is further required to have a decay

length signi�cance

jLxy j
�Lxy

> 3:0 (F.2)

and Lxy is required to be less than 2.5 cm which restricts vertices to lie inside the

radius of the inner layer of silicon. The typical value of �Lxy is � 130 �m, which is

smaller than the distance travelled by the typical b-quark hadrons. This results in a
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clean identi�cation of displaced secondary vertices.

A few additional cuts to guard against K0
s and �0 decays are imposed on a

candidate b-vertex. The secondary vertex is required to be at least 10� from the

primary vertex along the projected axis from the primary to the secondary, where

� is the uncertainty in the displacement of the vertex, and within 3� of the axis

perpendicular to the projected axis. The b-tag is also rejected if the invariant mass

of the tracks associated with the tag is within 20 MeV/c2 of the mass of the K0
s .
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