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Abstract

We report on the calibration and performance of a large lead liquid-argon elec-

tromagnetic calorimeter used by experiment E706 at Fermilab. The reconstructed

�0 mass was used to calibrate the energy response of the calorimeter. The sys-

tematic uncertainty in the linearity and uniformity of the mean energy response

of the calorimeter after calibration was found to be less than �0.5% for the sam-

ple of data analyzed. Detector characteristics, including sampling 
uctuations and

position resolution, are discussed.

Keywords: Sampling electromagnetic calorimeter; Calibration; Direct photons

PACS: 29.40.Vj; 29.30.-h

1 Introduction

Fermilab �xed-target experiment E706 was designed to measure high trans-

verse momentum direct-photon production in hadronic interactions. These

measurements provide tests of perturbative QCD and serve as a valuable tool

for probing hadronic structure. The experiment also investigates jets produced

in association with high-PT photons or �0's, and measures the inclusive pro-

duction of high transverse momentum �0, �, and ! mesons. Measurement of

the direct-photon signal presents considerable experimental challenges because

direct photons are produced at a rate of order 1 per 1000 hadronic jets, and

those hadronic jets frequently contain �0 or � mesons which decay electro-

magnetically, thus generating non-negligible background to the direct-photon

signal. To perform this measurement, we designed and built a spectrometer op-

timized for the study of direct-photon production. The spectrometer included

a charged-particle tracking system consisting of silicon microstrip detectors

in the target region and multiwire proportional chambers and straw tube

drift chambers downstream of a large aperture analysis magnet. This high-

resolution tracking system provided precise measurements of charged-particle

momenta and the locations of interactions of the incident beam particles in

the targets. Photons were detected in a large lead and liquid-argon sampling

electromagnetic calorimeter (EMLAC), located 9 m downstream of the tar-

get. The EMLAC acceptance was more than 1.5 units of pseudorapidity. Its

readout was very �nely segmented in radial and azimuthal views, allowing for

separation of the two photons from �0 decay for �0 energies of up to 300 GeV.

The radial segmentation was also used in the formation of a fast, localized

high-PT event selection trigger.

Since the yields of both direct photons and neutral mesons decrease dramati-

cally with increasing transverse momentum, the uncertainties associated with

these cross section measurements depend critically on the precise calibra-
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tion of the energy response of the calorimeter. For example, for �0's with

PT > � 10 GeV/c, a 1% uncertainty in the energy scale calibration leads to

more than 20% uncertainty in the �0 cross section. Thus the establishment

of an accurate and precise energy scale calibration is critical to the success

of any such experiment. This report provides a summary of the data samples

collected by E706, followed by a description of the EMLAC and the procedures

used to calibrate its energy response. We illustrate the results of that calibra-

tion and present measurements of the intrinsic energy and position resolutions

of the detector.

2 Data Samples

The Meson West Spectrometer, used to accumulate the E706 data samples,

was commissioned during 1987. The initial data samples, accumulated during

1988, were obtained using 0.5 TeV/c �� and p beams incident on Be and Cu

targets, and had sensitivities of 0.5 events/pb and 0.8 events/pb, respectively.

Publications based on these data contain brief descriptions of the spectrome-

ter, trigger, and readout systems, and describe the results of the data analy-

sis [1,2]. During 1990, a data sample with a sensitivity of �8 events/pb was

obtained using a 0.5 TeV/c �� beam incident on Be and Cu targets. During

1991, 0.5 TeV/c �� and p beams incident on Be, Cu, and liquid H2 targets

were used to accumulate data samples with sensitivities of �2 events/pb and

�9 events/pb, respectively. Data corresponding to �11 events/pb were also

recorded for a 0.8 TeV/c p beam on Be, Cu, and H2 targets during 1991.

In addition to substantially greater statistical precision, the data collected in

1990 and 1991 have reduced systematic uncertainties by virtue of improve-

ments made to the apparatus after the initial run. A faster data acquisition

system [3] made it possible to read out the entire calorimeter, thus eliminat-

ing the a priori readout threshold (\zero suppression") imposed during the

initial run. The faster data acquisition system also allowed for more frequent

monitoring of the performance of the electronics. The increased redundancy

and precision in the charged-particle tracking system [4], and the implementa-

tion of a liquid-hydrogen target (in 1991) were also signi�cant improvements

between the 1990 and 1991 runs and the initial run.

3 The Electromagnetic Calorimeter

The lead and liquid-argon sampling electromagnetic calorimeter [5,6] was as-

sembled from four independent quadrants, each instrumenting 1
4
of the az-

imuthal acceptance of the detector. Each quadrant was supported by stainless
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steel plates along the quadrant and outer boundaries of the detector. These

plates were bolted to 3.6 cm thick front and back G-10 plates which surrounded

the sensitive part of the detector. The quadrants were assembled into an in-

tegrated detector, which has an inner radius of 0.2 m and an outer radius of

1.6 m. Figure 1 shows an exploded view of the EMLAC. After the quadrants

were assembled, 3.2 mm thick copper plates with \�ns" were bolted to the

front and back G-10 plates to facilitate conduction of heat during the detector

cooldown.

Each quadrant consisted of a stack of 66 layers. Each layer was composed of an

absorber plate, a 2.5 mm liquid argon gap, a pair of octant-size 1.6 mm thick

copper-clad G-10 anode boards, and another 2.5 mm liquid-argon gap. The

absorber plate in the �rst layer was an aluminum sheet. In all other layers, the

absorber plate was a 2 mm thick lead sheet. The thin absorber was selected

to enhance the signal-to-noise ratio, while the argon gap thickness was chosen

to provide an appropriate signal risetime (which allows for higher operating

intensities) [6]. The EMLAC argon sampled �18% of the incident electron or

photon energy, and was capable of sustained operation at interaction rates of

1 MHz.

The copper cladding of the G-10 anode boards in the odd-numbered layers

was cut by a router to yield 254 radial strips centered on the nominal beam

(Z) axis. The width of the strips on the �rst R anode board was 5.5 mm.

The width of the R strips in the following odd-numbered layers increased

slightly so that the radial geometry was projective relative to the target. The

copper cladding of the interleaved even-numbered anode boards, referred to

as � boards, was divided into two regions by a radial cut at 40 cm. In the

inner region (R < 40 cm), the copper cladding on the � board was cut into

azimuthal strips each of which subtends an azimuthal angle of �=192 radi-

ans, while each outer � strip subtends �=384 radians. The �ne segmentation

of the anode boards provides good position resolution and the capability to

identify and separate two nearby showers. The R and � geometry facilitates

implementation of the E706 event selection trigger based upon the detection of

electromagnetic showers resulting from high transverse momentum particles.

During operation, the EMLAC was immersed in liquid argon and the absorber

plates were connected to negative 2.5 kV high voltage supplies. Pairs of paral-

lel 100 nF ballast capacitors were connected to each of the absorber plates to

provide low impedance return paths for the signals generated by the motion

of electrons liberated in the liquid argon by showering particles. Signals from

corresponding strips on the R (and �) anode boards in the �rst 22 layers were

connected together to generate the front section signals from the EMLAC.

Signals from corresponding strips on the R (and �) anode boards in the re-

maining 44 layers were connected together to generate the back section signals.

The front section consisted of 8.5 radiation lengths of material while the back
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section was composed of 18 radiation lengths. This longitudinal segmentation

helped in the separation of the two electromagnetic showers from the decay

of a high-PT �0, and provided discrimination between showers generated by

electromagnetically or hadronically interacting particles.

The EMLAC was suspended from four rods supported by a gantry capable of

motion transverse to the beam. (The gantry provided the mechanism for di-

rectly exposing various locations in the calorimeter to incident beam particles

for specialized calibration studies.) The gantry also supported an 8 interac-

tion length hadronic calorimeter, which employed stainless steel as its absorber

material. A 40-cm-diameter beam pipe, �lled with helium gas, was inserted

through the hole in the center of the calorimeters to minimize the density of

material in that region. An insulated cylindrical stainless steel cryostat sur-

rounded the calorimeter and was bolted to a warm mild steel 
ange on the

gantry, and sealed via a very large O-ring. The region between the front of

the EMLAC and the cryostat wall was occupied by an excluder vessel, a thin

stainless steel shell �lled with low density Rohacell foam. The total material

between the downstream end of the target and the front of the instrumented

region of the EMLAC corresponded to 2.8 radiation lengths.

The calorimeters were initially cooled to 95 K by cooling argon gas in the

cryostat using an open circuit liquid nitrogen refrigeration system [7]. The

cryostat was then �lled with �70,000 liters of liquid-argon to submerge the

calorimeters. The argon gas head above the liquid was maintained at a pressure

of 2 psig by the liquid nitrogen refrigeration system.

The gantry also supported an electrically shielded Faraday room that housed

the calorimeter readout electronics. Low impedance cables transferred the

charge collected on the anode board strips via warm feedthrough boxes to

electronics mounted in crates in the Faraday room. The signals were ampli-

�ed, integrated, and digitized using electronics designed as part of the Fermi-

lab RABBIT system [8,9]. The observed rise time of signals in the EMLAC

was approximately 350 ns. \Fast-output" signals were generated by delay line

di�erentiation of the signals from the charge sensitive ampli�ers. These fast-

output signals served as inputs to the high transverse momentum trigger sys-

tem, while the signals themselves were delayed by 800 ns. Trigger modules

weighted the fast-output signals from the R channels of the EMLAC by ap-

proximately the sine of the angle of the R channel relative to the nominal

beam (Z) axis (assuming that the showering particle originated at the tar-

get) to provide a fast estimate of the transverse momentum detected in those

channels. Other trigger modules summed these weighted signals from neigh-

boring groups of strips and discriminated these summed signals to determine

whether the event contained a candidate high transverse momentum shower

of interest [10,4]. If an event satis�ed a trigger, the integrated signals from

each channel of the detector were sampled twice, once before the arrival of
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the delayed signal and once near the peak of the delayed pulse. The di�erence

between these two samples was digitized and read out. Measuring this di�er-

ence minimized sensitivity to low frequency noise and energy depositions from

earlier interactions.

The signals sent to and from the Faraday room passed through optical couplers

or pulse transformers. The upgraded E706 data acquisition system was con-

trolled by custom-made Fastbus-based Intelligent Control and Bu�ered Mem-

ory modules (ICBMs) [3]. These modules employedMotorola DSP 56001 signal

processors and could accommodate 192k of 24 bit onboard memory, which was

accessible to both the DSP processor and Fastbus. A total of 17 modules were

used to process the data from the EMLAC and the hadronic calorimeter.

4 Pedestals and Gains

During the data acquisition phase of the experiment, online calibration tasks

and data readout path veri�cation checks were performed between Tevatron

beam spills (approximately once every minute) [11]. The results of these op-

erations were automatically monitored for deviations from previously recorded

values. The calibration data, which included measurements of baseline pedestals

and ampli�er gains, were recorded about three times a day. Both pedestal and

gain measurements were subsequently re�ned o�ine.

The online pedestal calibration constants were measured for each LAC chan-

nel by averaging the results of at least 128 consecutive readouts to deter-

mine each channel's mean baseline response in the absence of incident beam.

The pedestals from this online calibration task served as the starting values

for an o�ine pedestal evaluation that used non-interacting beam-triggered

events and excluded those channels containing reconstructed showers [11].

These data-driven pedestal corrections, which were used in the �nal event

reconstruction, were determined by calculating the average o�sets detected

for each individual channel over many beam events. The resulting pedestals

were generally systematically shifted by a few ADC counts relative to the

online pedestals. This shift may be attributed to pileup e�ects or di�erences

in the average time between \triggers" during the calibration task and the

beam-driven data acquisition. The uncertainties in the mean pedestal values

resulting from the data calibration were within a few ADC counts (1 ADC

count � 3 MeV) over the entire data acquisition period. The RMS of the

pedestal distribution for a typical channel was �60 MeV.

A small fraction of the events exhibited substantial noise/pileup e�ects, man-

ifested by coherent shifts of the e�ective pedestal levels for a large number of

channels in a given event. The frequency of these events increased during peri-
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ods of signi�cant accelerator spill structure that resulted in anomalously large

instantaneous beam intensity [12]. An iterative procedure was employed to ac-

count for these coherent shifts on an event-by-event basis [13]. The procedure

consisted of linear �ts to the background level in the R and � channels, using

only regions of the detector where no reconstructed showers were identi�ed,

to establish the \pedestal" level for each event. On average, this procedure

resulted in modi�cation of the pedestals by o�sets that were �20 MeV per

channel.

To achieve good energy resolution, it is necessary to account for the channel-

to-channel variations in the electronic gains of the signal ampli�ers and the

di�erences in capacitance between the detector channels. Both of these char-

acteristics were evaluated by measuring the individual channel responses to

reference charges injected into the system [14]. The calibration hardware con-

sisted of charge injection capacitors (2% precision) and a programmable volt-

age level generator (one for every 320 channels) operating according to the

scheme designed by Fermilab's Particle Instrumentation Group for the RAB-

BIT system. Charges of various magnitudes were injected into the ampli�ers,

and then collected and read out through the same electronic path used to

record the data. The observed dependence of the collected charge on the volt-

age setting measures the relative gain variations between electronic channels.

To improve the accuracy of the calibration procedure, the charge injection

capacitors were calibrated relative to a common reference, and the e�ects of

di�erences in voltage levels from di�erent voltage generators were taken into

account. The ADC gains measured using this method were stable over time to

the �0.2% level. This stability is illustrated for the 1990 data in Fig. 2, where

the gains of three typical channels are plotted as functions of time.

5 EMLAC Response

Since the response of liquid-argon calorimeters to incident particles is sensitive

to electronegative impurities in the argon, the materials that were selected for

use inside the cryostat were tested during the calorimeter design stage for re-

lease of electronegative impurities. A special order of �berglass laminate G-10

without �re retardant was used in the detector to keep potential contaminants

at a minimum. The components of the calorimeters were washed (with alcohol

or oxyalic acid) or degreased to minimize introduction of dust and impurities.

Once the calorimeters were completely installed, the cryostat containing the

detector was tightly sealed, evacuated, and carefully checked for leaks, purged

with gaseous-argon, and evacuated to < 0:1 Torr prior to cooldown.

The conditions for accepting the delivery of individual tankers of liquid argon

required that the vendor certify that certain impurities were below speci�ed
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levels. In addition, the argon was required to satisfy two tests intended to

detect electronegative impurities. Those tests were performed at our experi-

mental hall prior to the acceptance of the liquid argon. The oxygen content

of gas extracted from the tanker was evaluated using an electrochemical trace

oxygen analyzer with sensitivity to �0:02 ppm oxygen [15]. For the second

test, a sample of that gas was condensed in an ionization test cell that in-

cluded a 106Ru � source. The charge collected from the ionization gap was

measured as a function of voltage applied across the gap and parametrized

using the expression [16]:

Q = 2Qo

�

D

"
1�

�

D

�
1 � e�D=�

�#
(1)

where Qo is the plateau charge, D is the width of the ionization test cell

argon gap, and � is the mean free path length for the capture of conduction

electrons by impurities in the liquid argon. The parameter � was assumed to

be proportional to the electric �eld E in the cell and inversely proportional

to the concentration of impurities p (in parts-per-million), i.e., � � �jEj=p,

where � was taken to be 0.13 � 0.03 ppm cm/(kV/cm) [17]. Only liquid-argon

samples that measured less than 0.8 ppm oxygen equivalent contamination

based on the results of �ts of Eq. (1) to the ionization test cell data and

the measurements from the trace oxygen analyzer were accepted for use in

the initial run of the experiment. Prior to the 1990 run, the liquid argon was

replaced, and only samples that measured less than 0.5 ppm oxygen equivalent

contamination were accepted in this replacement process.

At the beginning of each �xed target run, a nominal 50 GeV/c electron beam

incident on the calorimeter was used to verify the operation of the calorimeter

and establish the trigger timing. Data accumulated using this electron beam

were also used to evaluate the oxygen equivalent contamination of the liquid

argon by measuring the response of the EMLAC to the electron beam as a

function of the voltage across the argon gaps. Figure 3 shows the results of �ts

of Eq. (1) to the high voltage curve data accumulated early in the 1990 and

1991 runs. The shapes of both curves indicate a similar low level of oxygen

equivalent impurities, p < 1 ppm.

The maximum collectable charge induced in the argon of an ideal LAr calorime-

ter (assuming argon ion motion, recombination, and electron capture by impu-

rities are negligible) is given by the expression Qth = efW=(2Wo) [18], where

e is the charge of the electron, W is the energy of the beam, Wo is the ion-

ization energy of one argon atom (23:6� 0:3 eV [19]), and f is the fraction of

the incident electron's energy deposited in the liquid argon in the ionization

gaps. Based on a detailed geant [20] simulation of electron shower develop-

ment, f = 0:18�0:02 for the EMLAC. Thus, on average, a 50 GeV/c electron
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incident on the EMLAC should liberate a collectable charge 1 of 29�4 pC. As-

suming that the translation from ADC counts to collected charge is constant,

then the collected charge for an incident 50 GeV/c electron had an average of

12 � 3 and 17 � 4 pC (at the 2.5 kV operating voltage) at the beginning of

1990 and 1991 runs, respectively. 2

The slow change in the response of the detector over time is illustrated in

Fig. 4, which shows the increase in the mean reconstructed uncalibrated �0

and � masses when plotted against \beam days" for the 1990 and 1991 runs.

The beam days count excludes periods during which the beam was unavailable

and the calorimeter high voltage was o�, since no change was observed in the

measured, uncalibrated meson masses before and after such periods. Figure 4

shows that the energy detected by the EMLAC for incident 50 GeV/c electron

beams (measured during the high voltage curve data acquisition process) is

consistent with the observed change in the uncalibrated �0 and � masses.

Our measurements and studies indicate that the observed change in response is

unlikely to be due to drifts in the high voltage or electronic noise. As reported

in the preceding section, the measured electronic gains were also stable. The

collected charge is sensitive to the integration times, and although several

di�erent choices of integration times were used during the data acquisition,

those changes do not explain the observed monotonic time dependence of

the response of the detector. This slow variation in the calorimeter response

coupled with the apparent stability of the electronics leads to speculation

that the change may be due to impurities in the ionizing medium and various

possible mechanisms of electron capture. However, if impurities in the liquid

argon were responsible, these impurities are not characterized by Eq. (1), and

the impact of these impurities diminished over time.

The energy resolution of the EMLAC (as monitored via the width of the high-

PT �0 and � signals as well as the di�erences in the measured energies of

showers in the interleaved R and � views) was insensitive to this change in

response of the detector as a function of time. Thus, even though we cannot

provide an unambiguous explanation for the observed change in the response

of the detector, we were easily able to compensate for this e�ect by a time-

dependent scale factor. The observed time-dependence of the response of the

detector was parametrized using the �0 mass variation shown in Fig. 4. The

energies of all particles reconstructed in the detector were corrected for this

dependence as part of the reconstruction process (described below).

1 The mean fraction of the electron energy lost in the inactive material in front of

the EMLAC has been taken into account in this calculation.
2 The conversion factor from ADC counts to charge deposited in the argon, even

if presumed to be stable, is known only to � 20% accuracy.
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6 Reconstruction of Electromagnetic Showers

The raw signals from the EMLAC were corrected to account for the measured

pedestals. The gains were used to convert the detected signals from ADC

counts to energy units. These energies were corrected for the time-dependent

change in the response of the EMLAC, which was parametrized based upon

a preliminary reconstruction of �0 mesons in data sampled throughout the

runs. The few dead channels in the detector (0.3% of the total channels) were

assigned energy values interpolated from the contents of neighboring strips on

an event-by-event basis.

After these preparatory steps, the energies from corresponding front and back

section strips were added (forming a software \summed" section) prior to the

shower search. The pattern recognition algorithm [21] searched through the

summed R and � views independently for contiguous channels with energies

above a minimum threshold of 80 MeV (95 MeV for the outer � region). As an

illustration, Fig. 5 displays the energy deposited in a quadrant of the EMLAC

for a typical event, with the energy in radial strips displayed separately for

the \left" and \right" octants, and with the � channels divided into inner and

outer regions. A \group" was de�ned as consisting of 3 or more consecutive

strips each with energy above threshold, where at least one strip in the group

had energy greater than 300 MeV, and the total energy in the group was more

than 600 MeV. 3 Once the groups were identi�ed, signi�cant peaks within each

group were found. A search through the front section energies corresponding

to these groups was performed to determine whether there were additional

peaks observable only in the front section of the EMLAC. For large energy

depositions (above 35 GeV), the possible presence of two nearly overlapping

showers was inferred from the behavior of the logarithmic derivative of the

strip energy with respect to the distance from the peak position.

The energy and position of the showers detected in each view were determined

by �tting the identi�ed peaks with a two parameter shower shape function (see

Fig. 6). This shower shape parametrization was determined from a sample of

single photon showers generated by the geant-based E706 Monte Carlo, af-

ter establishing that the Monte Carlo results adequately described isolated

showers observed in the data. The shower shape was found to be energy in-

dependent to a very good approximation [22]. For those groups containing

multiple peaks, shower shape functions were simultaneously �t to each peak.

The showers detected in the R and � views were correlated based primarily

upon their reconstructed energies. The spatial segmentation of the detector

3 The parameters used to de�ne a group were slightly di�erent for the outer �

region, where the individual strips subtended a larger area. The minimum number

of strips in a group was two, and the peak strip threshold was 350 MeV.
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into inner and outer � regions and left and right octants (radial strips), and

the information about the longitudinal shower development in each view were

also used in the correlation process. Energies of showers close to the boundaries

of the detector were corrected for the fraction of the shower energy deposited

outside the active area of the EMLAC. To account for accidental overlaps of

showers in an individual view, the correlation algorithm allowed for the pos-

sibility of correlating two or more showers from one view with a single shower

in the other view. More complicated correlation con�gurations were also ac-

commodated (including special provisions for correlation of showers near the

boundaries of the detector). Figure 5 illustrates the successful correlation of

four showers in an event selected by a high-PT trigger. The energy of the cor-

related showers was a sum of the energies, ER + E�, of the R and � view

showers. The momentum components associated with these showers were cal-

culated from the shower energy and position as measured in the calorimeter,

coupled with the assumption that the particles originated at the interaction

vertex of the event (which was reconstructed using the information from the

charged-particle tracking system).

7 Calibration of the EMLAC Energy Response

High statistics measurements of the reconstructed masses of �0 mesons in the



 decay mode were used to calibrate the energy response of the EMLAC [23,24].

The energy scale for photons was established by normalizing the reconstructed

�0 mass to its nominal (PDG [25]) value. The reconstructed � mass was used

as a cross-check at each stage of the calibration. The �0
 decay mode of the !

meson was employed as an independent check of the results of the calibration.

The comparison of the reconstructed ! mass to its accepted value provided a

measure of the internal consistency between the two-photon and single photon

energy scales.

A high quality electron sample was used to probe for evidence of residual

e�ects. Numerous signi�cant advances in understanding the calorimeter re-

sponse were achieved using these electrons. The charged-particle tracking sys-

tem determined the electron momenta (P ) very precisely 4 and provided a

sensitive, independently calibrated probe for the calorimetric energy measure-

ment (E). 5 However, the electron shower shape in the calorimeter is slightly

4 The tracking system momentum scale was calibrated [14] using the reconstructed

K0
S! �+�� and J=	 ! �+�� signals, which were simultaneously within 0.1% of

their PDG values. The resultant momentum scale was stable in time to within

0.25%.
5 These E=P measurements served as the basis of the energy scale calibration for

the 1988 data sample [1].
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di�erent than the photon shower shape due to di�erences in electron and pho-

ton shower development, and to the di�erence in the angle of incidence of

electrons (which are a�ected by the momentum impulse of the magnet) and

photons. In addition, since the �0 (and �) signals provide high statistics probes

of the higher energy part of the spectrum, those signals were used to calibrate

(and check) the energy response of the EMLAC for the 1990 and 1991 data

samples.

The results of any calibration procedure are, of course, sensitive to the method

used and samples selected to perform that calibration. Calibrating to the nom-

inal �0 or � meson masses results in a small o�set in the mean reconstructed

energy of the individual single photons compared to their mean generated en-

ergies due to the slopes of the steeply falling production spectra as a function

of the corresponding meson PT,
6 the resolution of the calorimeter, and the

minimum PT requirements invoked. The impact of this small o�set (�1%) was

subsequently taken into account in our physics analyses via the reconstruction

e�ciencies evaluated from our Monte Carlo samples. 7

7.1 Data Sample Selection Criteria

A high quality electron sample was extracted using events in which a photon

converted into an e+e� pair upstream of the magnet. Typically, such lepton

pairs have reconstructed masses below 2 MeV/c2, and they are referred to here

as \Zero Mass Pairs" (ZMPs). These ZMPs were clearly identi�ed through

invoking geometric cuts on the information from the tracking system. The

e+e� pair was generally reconstructed as a single track in the silicon microstrip

detectors located upstream of the momentum analyzing dipole magnet. In the

magnet, the pair separates due to the momentum impulse in the XZ plane

induced by the magnetic �eld. The e+ and e� tracks were detected in the

wire chambers located downstream of the magnet. A ZMP was de�ned as a

pair of oppositely charged tracks with similar slopes in the Y Z plane (the

magnet non-bending plane) that intersected near the center of the magnet in

the XZ plane. We used the sample of ZMPs in which both the e+ and e�

tracks projected towards electromagnetic showers having at least 40% of their

energy in the front section of the EMLAC to investigate the energy response

of the detector.

Photons that contributed to the EMLAC energy scale calibration satis�ed

6 The slopes of the inclusive production spectra for �0 and � mesons are very

similar as functions of PT [1].
7 The Monte Carlo samples were weighted to insure that the spectra corresponded

to the spectra measured in the data, and the response of the Monte Carlo simulation

of the calorimeter was calibrated in the same manner as the data.
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the following selection criteria: they were within the �ducial region of the

detector; they deposited at least 20% of their energy within the front section

of the calorimeter; and two- and three-photon combinations were restricted

to showers in the same octant. Furthermore, the energy asymmetry of two-

photon pairs, A

 � jE1 � E2j=(E1 + E2), where E1 and E2 are the energies

of the individual photons, was restricted to A

 < 0:5.

The values of the reconstructed masses for high-PT �0's depend (at generally

much less than the one percent level) on the spatial separation between the

photons from the �0. When the separation between showers is small, the shar-

ing of the reconstructed energy between these two showers is determined less

precisely than the sum of the two energies. Consequently, the resulting invari-

ant mass is biased [24]. 8 To minimize sensitivity to this mass reconstruction

e�ect during the energy scale calibration, lower energy �0's, that were se-

lected via low-threshold triggers, were used. (Those �0's had PT > 2 GeV/c

for the 1990 data sample and PT > 3 GeV/c for the 1991 data sample.)

Photons from � decays provided another data sample which minimized this

separation-related bias.

7.2 The Calibration Procedure

Since the reconstructed two-photon mass depends upon both the reconstructed

position of the showers in the EMLAC and the identi�ed interaction vertex

location in the target (assuming the photons originated at this vertex), the

�rst step of the calibration procedure was to align the EMLAC relative to the

charged-particle spectrometer. This was accomplished using a selected sample

of ZMP electrons having momenta between 20 and 100 GeV/c. This sample

provided a nearly azimuthally symmetric distribution of electrons across the

face of the detector. Each EMLAC octant was independently aligned to the

tracking system with the constraint that all octants had the same position

along the Z axis.

For the next step in the calibration, the invariant masses of those photon

pairs satisfying the requirements outlined in the preceding section were eval-

uated. The reconstructed energies of the showers contributing to these mass

calculations were corrected to account for the average energy deposited in the

inactive material in front of the EMLAC. A geant Monte Carlo simulation

was used to evaluate this correction for the energy deposited in this inactive

material. Figure 7 shows this average energy loss for photon- and electron-

initiated showers as a function of the reconstructed shower energy. The mean

mass of the �0 signal observed in each octant of the detector relative to the

8 Both data and Monte Carlo generated 

 pairs from �0 decay exhibit a similar

dependence of the reconstructed mass on separation.
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nominal PDG value is shown in Fig. 8 for �0's at a radius of R > 50 cm for

the 1991 data samples. This pattern of relative scale variations was observed

in each of the data samples. 9 This result was used to correct for the mean

octant-to-octant variation in the energy response.

Figure 9 shows the values of �0 and � masses as a function of R, the energy

weighted radial position of the two photons from the neutral meson decay. A

sample of ZMP electrons exhibits a similar radial dependence of the ratio of

their calorimetric energy, E, to their momentum, P , measured in the tracking

system (see Fig. 9). Since a similar radial dependence is exhibited in both two-

photon samples and in the conversion electron sample, it is attributed to a

remnant dependence of the EMLAC energy response on position in the detec-

tor. The details of the radial dependence may be sensitive to event structure

and reconstructor biases, but the gross e�ect is directly correlated with the

charge integration time, �T , used for the measurement of the EMLAC sig-

nals. Data recorded during the 1988, 1990, and 1991 runs employed di�erent

charge integration times; a comparison of the radial dependence of the recon-

structed �0 mass for these data sets is shown in Fig. 10. Had there been no

signi�cant di�erence in the pulse shape of signals generated by showers, and

by the calibration procedure used in the measurement of the ADC gains, such

radial dependences should have been accounted for by a gain calibration (with

the appropriate integration times). However, since the pulse shapes were not

identical, sensitivity to the speci�c choice of integration time was not entirely

removed through the gain measurements, and hence the need for an additional

correction. For each of the data samples presented in Fig. 10 (except the 1988

data), the observed radial dependence was parametrized independently for

each octant. The energies of individual photons were corrected using these

parametrizations.

7.3 Studies of the Calibrated EMLAC Response

Two-photon mass spectra generated after calibration are shown in Figs. 11

and 12 for the combined 1990 and 1991 data samples. These �gures display

the 

 invariant mass distributions in the �0 and � mass regions, respectively,

for photon pairs with PT > 5 GeV/c and energy asymmetry A

 < 0:5. Re-

quirements have also been invoked to exclude showers generated by incident

beam halo muons. To insure that the two photons are well separated, entries in

Fig. 11 satisfy the additional requirement that the energy weighted radial po-

sition of the pair of showers is further than 50 cm from the nominal beam axis.

The calibrated, mean reconstructed �0 and � masses in the 

 decay modes

9 The variations may be due to several e�ects such as the di�erences in the con-

struction and operation of each octant, and biases in the reconstruction algorithm.
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are both within 0.1% of their nominal values. Figure 13 shows the invariant

�0
 mass distribution in the vicinity of the ! mass, for �0
 combinations hav-

ing j cos ��j < 0:6, where �� is the angle between the �0 direction in the �0


rest frame and the direction of the �0
 system in the lab frame. This mass

plot includes both the 1990 and 1991 data samples, and showers generated by

beam halo muons have been excluded. The reconstructed ! mesons provide

an independent check on our energy scale calibration for reconstructed �0's

and single photons. Table 1 lists the means of gaussian �ts to these signals,

for the 1990 and 1991 data samples. The �tted masses are consistent with the

nominal PDG values.

Figure 14 shows the dependence of the reconstructed mass of the � on the

energy (top plot) and the PT (bottom plot) of the 

 pair using the EMLAC

energy scale calibration described in the previous section. Both plots illustrate

the linearity of the energy calibration.

The calibrated EMLAC response was further investigated using the ZMP sam-

ple. Masses were evaluated for combinations of photons detected using the

EMLAC and ZMPs measured using information from the tracking system.

The mass spectrum for the three-particle 
e+e� system is shown in Fig. 15

for two di�erent minimum PT requirements. This �gure clearly exhibits �0

and � mass peaks. Figure 16 shows the mean reconstructed mass of the � and

away-side �0 signals relative to their PDG values as a function of the energy

of the 
 within these 
e+e� combinations. There is no signi�cant systematic

variation in either of the measured neutral meson masses as a function of the

energy of the unconverted photon. This result indicates that the parametriza-

tion of the shower shape used to reconstruct photon energies was well-tuned

to the data and demonstrates the linearity of the calibrated energy response

of the EMLAC. The mean reconstructed 
e+e� masses are � 1% below the

PDG values for the �0 and � mesons. This shift is attributed to energy loss

by the e+ and e� due to bremsstrahlung in the target material. The mass of

the reconstructed �0 signal is shown in Fig. 17 as a function of the number

of radiation lengths of target material traversed by the electrons for �0's with

PT > 0.8 GeV/c. The reconstructed �0 mass clearly depends upon the number

of radiation lengths traversed by the emerging electrons, and the reconstructed

mass reaches the nominal value as the number of radiation lengths traversed

by the conversion electrons vanishes. This is another indication that the ab-

solute scale for single showers is set to the correct mean value. Figure 17 also

shows that the mean �0 mass reconstructed from pairs of photons that did

not convert upstream of the analysis magnet is independent of the amount of

material traversed in the target.

The extensive tests of the energy scale calibration, using independent sets of

data, indicate that the resultant uncertainty in the energy scale calibration is

less than 0.5%.
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8 Other Features

As previously indicated, the segmentation of the readout of the EMLAC into

independent front and back sections provides information used in the cor-

relation of showers reconstructed in R and � views. Furthermore, this lon-

gitudinal segmentation provides discrimination against hadronically induced

showers. Figure 18 displays the distribution of energy deposited in the front

of the EMLAC relative to the total energy in the EMLAC for showers from

incident electrons and hadrons. The electron distribution is strongly peaked at

Efront=Etotal �0.9. The corresponding distribution for photons exhibits a sim-

ilar character. Figure 18 also shows the Efront=Etotal distribution for incident

charged particles that are primarily pions from the decays of K0
S . Hadrons

that deposit su�cient energy in the EMLAC to be reconstructed have an

Efront=Etotal distribution peaked near 0.1. Showers with Efront=Etotal less than

0.2 are generally excluded from our analyses of electromagnetic shower candi-

dates.

For those incident particles that deposit su�cient energy in both the front

and back sections of the EMLAC, the incident direction of the particles can

be determined. This information on incident direction can be valuable in dis-

criminating against showers due to particles that do not originate in the tar-

get. Such showers are due primarily to those beam halo muons generated in

the primary target dump that were not swept away from the spectrometer

by the beamline \spoiler" magnets. The design of the beamline, target, and

dump were intended to minimize the rate of beam halo muons incident on

the spectrometer. Nevertheless, the high-PT triggers were sensitive to showers

generated by these halo muons, and the additional directional discrimination

served as a valuable tool in identifying and eliminating those muon induced

showers not rejected by the veto requirements built into the trigger system.

The incident direction of showers observed in the EMLAC was characterized

as � � Rfront� (Zfront=Zback)Rback, where Rfront and Rback are the radial posi-

tions of the reconstructed shower in the front and back sections, and Zfront and

Zback are the longitudinal locations of those EMLAC sections relative to the

nominal target location. Obviously, showers with � near zero are generated by

particles which come from the direction of the target, while showers with large

� were generated by particles incident from other directions. Figure 19 shows

the � distributions for showers identi�ed as incident photons (solid histogram)

and as incident beam halo muons (dashed histogram). Note that the beam

halo muon induced showers are easily discriminated from the showers due to

photons from the target region.

The electronics designed and implemented for the readout of the liquid argon

calorimeter included timing circuitry to provide information on the arrival

time of detected showers [8]. This timing information allowed for discrimi-
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nation against showers associated with out-of-time interactions or beam halo

muons. Signals from four neighboring LAC ampli�er channels were added

together, and this output di�erentiated and compared to a crate-wide thresh-

old. If the signal was above threshold, then the timing circuit was activated.

The circuit employed a common stop|the timer stopped upon receipt of a

trigger signal. Once the timing circuit was activated, a second circuit could

be enabled by another energy deposition in the same set of four LAC chan-

nels. That second timing circuit was also stopped by the same common stop

signal. The timing circuits were reset if there was no trigger signal within

about 1:5 �s. Figure 20 illustrates the performance of these time-to-voltage

converters (TVCs) for rare events selected speci�cally because an additional

interaction was detected 38 ns after the in-time interaction via the interaction

scintillation counters. This �gure shows clear evidence of �0 production asso-

ciated with both the in-time and the out-of-time interactions, and illustrates

the resolution of the timing circuit.

9 Sampling Fluctuations

Sampling 
uctuations in the EMLAC energy measurements were evaluated

using energies measured in the interleaved R and � views (ER and E�). Since

there was an absorber plate between each R anode board layer and each �

anode board layer, the measurement of the di�erence between ER and E� was

sensitive to several e�ects that contribute to the energy resolution of the detec-

tor, including the statistical 
uctuations in the number of e+e� pairs sampled,

the 
uctuations of the energy deposits in liquid-argon (Landau 
uctuations),

and the path-length 
uctuations due to multiple scattering in the transverse

shower development [26].

We studied the widths of the ER � E� distributions as a function of the

shower energy (E = ER + E�) in a sample of well-isolated showers, 10 fully

contained within the �ducial volume of the detector. Figure 21 shows the de-

pendence of �(ER � E�)=E on shower energy, measured separately in the

inner and outer regions of the EMLAC. The distributions were �t using

the form �2=E2 = A2=E + B2=E2 + C2. The �ts resulted in similar values

for the sampling term A for both regions. These �ts yielded e�ectively zero

(< �90 MeV) for the parameter B for the isolated single photon data sam-

ples. The �ts to the 1990 (1991) data from the outer region of the detector

yielded 0:1476 � 0:0014 GeV1=2 (0:1465 � 0:0008 GeV1=2) for the sampling

term AO, and 0:0098�0:0004 (0:0145�0:0002) for the constant term CO. The

10 Since the correlation algorithm matches showers by minimizingER�E�, it intro-

duces a bias in the measurement of sampling 
uctuations based upon this di�erence.

However, this bias is minimized in a sample of well-isolated showers.
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�ts of the 1990 (1991) inner region data yielded AI = 0:1397� 0:0006 GeV1=2

(0:1375�0:0019 GeV1=2) and CI = 0:0000�0:0017 (CI = 0:0085�0:0003). Fits

to �(ER � E�)=E measured from two-photon data samples yielded sampling

terms consistent with the values reported here, noise terms consistent with

expectations based upon the observed RMS of the pedestals, and constant

terms about 15% larger than those measured from the isolated single photon

samples.

Since �(ER � E�) is not sensitive to correlated 
uctuations in ER and E�,

it need not be a complete measure of the energy resolution of the detector.

Nevertheless, this measurement is of particular importance to E706 since the

photon reconstruction algorithm uses ER and E� to correlate the showers

detected in the R and � views in order to reconstruct the locations of photons

in the detector. Our detailed geant Monte Carlo simulations were adjusted

to adequately represent the observed �(ER � E�).

A simple Monte Carlo simulation was constructed using parameterizations of

the energy loss in the material upstream of the detector and the character-

istics of the EMLAC reported in this paper along with the assumption that

the intrinsic energy resolution of the EMLAC was equivalent to the measured

�(ER � E�). Using the measured cross sections as input, this simulation re-

produced the reconstructed widths of the observed neutral meson mass peaks.

This result from this simple model indicates that any correlated 
uctuations

between the measured ER and E� do not signi�cantly contribute to the mass

resolution of the EMLAC.

10 Position Resolution

The position resolution of the EMLAC was measured using ZMP electrons via

the widths of the �X and �Y distributions. �X and �Y are the di�erences in

the X and Y views between the reconstructed positions of the electron shower

in the calorimeter and the position of the corresponding track projected to

the face of the EMLAC as measured by the charged-particle tracking system.

The contributions to the widths due to the resolution of the tracking system

varied from a few percent to 15%. These contributions were assumed to be

uncorrelated with the the EMLAC position resolution and were subtracted

out in quadrature. Figure 22 shows the position resolution of the EMLAC as

a function of the shower energy, ��r �
q
�2�X + �2�Y . For large energy showers,

the position resolution of the EMLAC was better than 600 �m. A �t of the

data to the form ��r(E) = a=E + b yielded a = 1:65 � 0:01 GeV cm and

b = 0:045 � 0:001 cm.

18



11 Summary

A �nely-segmented lead and liquid-argon electromagnetic calorimeter was de-

signed and built for a high-PT direct-photon experiment performed at Fermi-

lab. The energy response of the calorimeter was calibrated using �0's. After

calibration, the response of the detector was found to be uniform and linear

over this data sample to better than 0.5%. The mass resolution for the high-

PT �0 signals was 6 MeV/c2. The mass resolution for high-PT � mesons was

< 20 MeV/c2. The detector was capable of resolving two photons from �0 de-

cays for �0's of energy up to 300 GeV. The position resolution of the detector

for high energy photons was better than 600 �m.
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Fig. 11. The calibrated two-photon mass distribution in the �0 mass region for 



pairs with PT > 5 GeV/c and energy asymmetry A

 < 0:5. These photon pairs

are more than 50 cm from the beam axis (see text for details).
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Fig. 12. The calibrated two-photon mass distribution in the � mass region for 



pairs with PT > 5 GeV/c and energy asymmetry A

 < 0:5.
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Fig. 13. The calibrated �0
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 combinations.
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Fig. 14. Ratio of the mass of the � signal in the 
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as a function of energy (top plot) and PT (bottom plot) of the 

 pair. The data

are from the 1991 run.

34



0

500

1000

1500

2000

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
γ e+e- Mass (GeV/ c2)

E
nt

rie
s 

pe
r 

5 
M

eV
/ c2

Mπ = 134.0 ± 0.2 MeV/ c2

σπ = 13.0 ± 0.2 MeV/ c2 Mη = 543 ± 1 MeV/ c2

ση = 22 ± 1 MeV/ c2

pT > 3.0 GeV/ c

0

2000

4000

6000

0.2 0.4 0.6 0.8

Mπ = 133.8 ± 0.1 MeV/ c2

σπ = 12.0 ± 0.1 MeV/ c2

Mη = 542 ± 2 MeV/ c2

ση = 28 ± 2 MeV/ c2

pT > 0.8 GeV/c
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e+e� combinations have PT > 3:0 GeV/c. The inset

shows the corresponding distribution for 
e+e� combinations with PT > 0:8 GeV/c.

35



0.96

0.98

1.00

1.02

1.04

0 20 40 60 80 100 120 140 160 180 200
γ Energy (GeV)

M
as

s 
R

at
io

π0 pT > 0.8 GeV/c
η   pT > 3.0 GeV/c

Fig. 16. Ratio of the mass of the � and away-side �0 signals to their nominal val-

ues, for mesons detected as a 
 in the EMLAC and a ZMP (due to a converted

photon) reconstructed in the tracking system, as a function of the unconverted 


energy. The reconstructed masses are expected to be below nominal due to elec-

tron bremsstrahlung in the target material. The dashed line represents the mean

reconstructed � mass for this sample.
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Fig. 17. The reconstructed mass of the �0 signal relative to the PDG value as a

function of the number of radiation lengths between the production point and where

the daughter particles emerge from the target. Open circles represent �0 ! 



combinations where both 
's are reconstructed via the EMLAC, while the solid

circles are for �0 decays where one of the 
's converts into an e+e� pair that is

measured in the tracking system. The lines are linear �ts to the data.
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Fig. 19. The \directionality" (�) distribution for reconstructed photons (solid his-

togram) and showers attributed to beam halo muon bremsstrahlung (dashed his-

togram). Each shower has a calculated PT > 4 GeV/c when the shower is assumed

to have originated in the target.
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 mass distributions for combinations restricted

to the indicated TVC time intervals.
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of the detector. The data are isolated single photons from the 1990 data sample.
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Table 1

The PDG mass values for the �0, �, and ! and the reconstructed masses of these

neutral mesons with PT > 5 GeV/c after calibration of the EMLAC response for

both the 1990 and 1991 runs of E706. The quoted masses result from �ts using

a gaussian and a linear background for the �0 and � and a quadratic background

under the !.

Nominal Mass Reconstructed Mass

PDG [25] 1990 Data 1991 Data

(MeV/c2) (MeV/c2) (MeV/c2)

�0 134.976�0.001 135.02�0.06 134.94�0.03

� 547.45�0.19 547.0�0.4 547.5�0.3

! 781.94�0.12 779�5 778.5�2.5
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