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UPGRADING THE FERMILAB LINAC LOCAL CONTROL SYSTEM 
Elliott S. McCmy, Robert W. Goodwin and Michael F. Shea 

Fermi National AcceLxator Laboratory. Batavia, IL 60510t 

A new control system for the Fermilab Linac is being de- 
signed, built and implemettted. First, tlte nine-year-old limx 
contml system [l] is being replaced. semnd, acontml system for 
the new 805 MHz part of the lilac [2] is b&g built The hvo 
systems are essentiaUy identical, so that when the installations are 
complete, we will still have a single Linac Contml System. 

ReplacIng the Old Control System 
The old control system. commissioned in 1982 and detailed 

in reference [l]. is incompatible with our controls plans for the 
upgraded linac. The old system, based on locally designed and 
built components using Multibus-I, an 8MHz MC68000 cpu 
board and the SDLC network. is difficult to expand, to maintain 
and to integrate into the more modem system envisioned for the 
new lime. 

The design criteria of the replacement control system BTE 
1. Retain the desirable features of the old system, incl”dbt8 

local access to the equipnettt and the monitoring and reportjng of 
of the local information at the Iepetition rate of the accelerator. 15 
Hz. (In particular, if a reading goes out of t01aattce. the control 
system cm disable beam on the next pulse.) 

2. Minimize the software effort, 
3. Use mmmercial hardware as much as possible, 

4. Limit the amount of downtime necessary for the 
changeover. 

In order to minindze the software effort the same systent 
used in the 00 high-energy physics experiment at Fern&b [3]. 
which itself is based at the existing linac control system, is b&g 
used. Essentially nothing needs to be changed to use this system. 
dtiough some features have&en added. The DO control system 
is quite large. so the relatively small liiac ccntml system will not 
require very much additional effort. except during commissioning. 

The replacmmt system for the existing linac is shorn sche- 
matically in Figure 1. Its major features are outlined here. The 
IEEE 802.5 Token Ring network connects a series of VMEbus 

NCUlm. n-V, 

Figure 1. Llp~mded cmtrolr fa fke existing Fermilob Lilac 
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Figure 2. Typical VME srarion in the Upgraded Connolrfor du L~MC 

crates to each odter and tbmugh a bridge. to the rest of the Fez- 
milab accelerator complex. Tbe VME crates contain the hard- 
ware necessary to connect to each other (token ring) and to 
control the existing limtc hardware, see Pigme 2. Contained in 
each crate are the following core set of VME cards: a cpu cud, 
the MVME133A: a token ring cad: a crate utility card; and non- 
volatile RAM. Other Uo wiU also be used. Becatt~e the new 
systetn has been designed to handle up to 2000 analog channels, 
it is not necessary to have a new system for each old RF station. 
A ratio of one computer conk01 station for every three RF stations 
has been adopted 

We are considering two ways to interface to the old linac 
hardware, aa suggested in the grey box of Figure 2. The first way. 
Figure 3a, is to use three commercial. six-byte digital IKJ cards 
omiigtued to match exactly the old system’s eighteen-byte M, 
scheme. Tttis scheme requires tttat a VME crate be located near 
the di@ing hardware. Two of the crates would be slaved to the 
first by linking the VME memories. A VME card has been de- 
veloped to give limited memory access to several remote VME 
crates from a master crate. This card is called a “vertical 
htaamttect” or VI. It maps 16 Mbyte blocks of VME memory 
(24-bitaddressing) into eachoffottrdigitalrs. Asmany as24 
slave crates are saved from six VI master cards in B single local 
station. For each control station there are two additional VME 
crates. Each of the three VME crates contains the digital I/O 
cards necessary to interface with the old hardware. 

This method has teen successfully tested on the extra 201 
MHz RF station in the lima The RF stations which tmw have a 
Multibus-based U-bit D/A board (used for dipole magnet set- 

Figure 3. two xays M ccmecl to he dd ha hdwwe 



tin& would be equipped with a Rack Monitor (RM). The rsck 
monitor, as built for D0, contains eight twelve-bit D/A channels. 
64 (unheld) twelve-bit A/D channels. four l&bit words of digital 
II0 and a MIL-STD-1553B interfece. A 32channcl sample-and- 
hold chassis would be needed to use the digitizer cm the RM. The 
rack monitor gets its name from the fact that the interface to all 
the equipment in a 1Pinch rack can usually be made through one 
RM. 

The second me&d, Figure 3b. uses a new Motorola chip 
designed to umtml a modan automobile engine, the MC68332 
microcontroller. This 68020-based chip includes sixteen 
colmter/timer channels, a serial mmmunicatimls interface, two 
kbytes of RAM and a system integration module. This processor 
is available as a small subsystem called a Business Card Corn- 
puter (BCC), a 2.25 by 3.5 inch circuit board that has the 
MC68332.128 kbytes of PROM, 64 kbytes of RAM and an RS- 
232 serial intaface. 

We would incorporate this BCC into a new typz of rack 
monitor creating a Smart Rack Monitor (SRM. 141). The BCC 
would attach to the motherboard of tbe SRM through its two 
M-pin DIN connectms. Au the address. data, conho and I,0 
pins of tie MC68332 are available on these two mnnectors. In- 
cluded on the silicon of the chip is an extensive system invzgra- 
tion modul+-a collection of interface features normally pmvid- 
ed by peripheral chips. A SRM would add the following ftmc- 
tiom: Tevalron-style clock decoder. ARCnet local-area nenvork 
interface to dte VME master. eight bytes of digital LO, sixteen- 
channel D/A. twelve-bit S&H A/D and a 64.channel analog 
multiplexor. We have designed new nine-byte digital I/O daugh- 
ter cards to communicate with the old liiac equipment. Two 
would be needed for each SRM. 

The control system alternative with SRM’s would be less 
expensive, more powerful and faster than the other alternative. 
Unfortunately. we do not yet have a clear idea of how to write the 
software to drive the SRM. 

Changeover Plans 
The decision as to which type of interface to use is imminent. 

When the decision is made. we will order the hardware necessary 
to convert completely the old lima control system to the system 
described above. We will assemble the new stations at their fmal 
locations, load the awopiate local data base and perform tltor- 
ough testing off-line before the actualchangewer. We anticipate 
it will take less than a week to perform the switch, but naturally, 

Figure 4. The controls system fa he Upgded Linoc 

we expect a somewhat longer unstable period. We hope to have 
the new system for the old linac installed by the s-et of 1991. 
This new system will remain in place, controlling the old linsc. 
for about *year. The last four tanks of the old l&c. along with 
that part of the control system will be removed as the new linac 
ismkdin 

Control System for the New Llnac 
The new linac addition at Fermilab is detailed elsewhere at 

this conference 111. The major aspects of that system are as 
follows. The H- beam exiting tank five, at 116 MeV. is captured 
by an 805 MHz tnnsition section and injected into a seven- 
module sidecoupled-xvity mxelemting structure. The 805 MHz 
modules fit in the space vacated by our old tanks six through tie 
which MW accelerate the beam to 204 MeV. The tam in the 
new structure is accelerated to a fmal energy of 401 MeV. This 
higher-enagy beam is easier for the next accelerator, the Booster. 
to handle because of a reduction by a factor of three in the space- 
charge tune shift time. TIE two small transition section cavities. 
the seven large accelemting modules and the &bun&r cavity 
are powered by 805 MHz klystrons. The seven accelerating mod- 
ules each use a 12 MW klystron under development by Littow the 
other three smaller cavities a-e driven by a pulsed-version of a 
UHF-TV channel 69 80.kWcw klystron 

The following umtml system is beii built for the 805.MHz 
pm of the new linac. see Figures 4 and 5. The control stations are 
connected LO each other and to the rest of the world by token ring. 
The systetn intexfaces with hardware subsystems either through a 
VI to a slave VMB subsystem 01 through rack monitors (smart 01 
dumb). Each control station manages two major systems, usually 
two klysmm RF systems. A color console is located at each con- 
&01 station to give local 8cce.v to the information. 

There are several distinct subsystem in each RF station. 
Modulator and low-level RF computer-mntrolled subsystems are 
being developed. Conventional wafer system. beam diagnostics 
and safety systems are also being built. How each of these inta- 
faces to the contml system is descrii here [5j. 

‘Ihe modulator and low-level RF subsystems both contain a 
smart conuoller in, respectively. VME and VXI envimmnents. 
Commtmications occur tbmugh VME memory over a VI. Each 
smart subsystem will perform iu own AID and D/A conversions. 
The local intelligence of &se systems will provide the Pertinent 
digitizd readouts in a cm~tiguous block of VME memory which 
the matter wntml station can read, over the VIs. at 15 Hz. A 
similar block of contiguous memory will be provided by each 

Figwe 5. Dad 40 single comolslo~iafm the IUN ti.wc 



system for making settings. 
The modulator provides a 180 KV. 141 ampere. 128 ps 

pulse to the klysimn. It appears to a Linw conhol station as, 
simply, a self-regulating. self-protecting high-voltage power 
supply. The control station generates a 16.bit voltage setting for 
the mcdulator system. Several walog end digital readbacks are 
provided The local intelligence for the modulator is responsible 
for: 

1. 15 Hz closed-loop contml in the modulator: 

2.15 Hz readout of local welog and digital infonnai~; 
3. transient recording of pertinent waveforms within the 

hardware; 
4. fast close&loop/fee&fomard control to insure that the 

proper level of voltage regulation (0.1%) is obtained. 

One VME crate per modulator, two per mntrol station. are net- 
essay for noise suppression. The transient waveforms are sorted 
according to the condition of the modulator--most are recorded 
as “god waveforms, but the real purpose of this capabiity is to 
access the waveforms generatedduring a failureof the modulator. 
These waveforms can be accessed in the VMR memory of the 
modulator crate over the VI. Although the amount of data stored 
for these transient waveforms is large (several MBytes), it is 
thought dw.t the frequency they are viewed will be small. 

The low-level RF hardware nms in dte VXlbus environment. 
This system is responsible for pmviding an RF signal of the car- 
xct phase and amplitude to the SOC-watt klystron-driver ampli- 
tier so that beam is properly accelerated through the cavity. The 
local VXI micropvxessor will generate and adaptively change 
that waveform according to phase and amplitude information ob- 
tained from recent beam pulses: “adaptive feed-fonv~d.” Two 
klystrons will be fed from a single VXI crate containing two low- 
level RF hardware modules. As discussed abov+ reedings and 
settings to this system from the master cona station will be 
done through VME/vxI memory over a VI. 

The beam diagnostics [6] provide several analog signals 
which are read through a sample-and-hold/RM. Since the aper- 
ture of the new linac is significantly smaller thm the old linac (3 
cm vs 4 cm). we me going to implement a local application (see 
below) to actively keep the beam in the center of the beam pipe. 
It is likely that a local application will also be needed to assist 
with the measuremenU for the “At” experiment [7]. 

The interface to the klystron interlocks/safety system is 
through several (twenty) bits in a RM at each RF station. A 
computer-reset and 8 computer-ready bit are provided. (Natu- 
rally, the primary safety aspects of the accelerator are mntained 
in the hardware. The computer mntrols system is not part of the 
safety system.) The water system interface is through a RM. 

Also present at each control station is a color computer 
console. This console uses the Macintosh IIci computa with an 
Apple TokenTalk Nubus cad The applications presently avail- 
able are a color parameter page. a parameter plotting package and 
a VME memorydump page. These programs are quite mature 
and reflect the standard Macintosh “look-and-feel.” Additionally. 
we have a token ring driver to the LabView package[8]. 

Software Features 
Several sspects of the local contmls software need to be 

mentioned explicitly. The software is being developed to have 
each local station respond directly to data requesu generated 
from the consoles in the Main Control Room, thus eliminating the 
need for a protocol-tmnslating front-end computer. These mn- 

soles oxnmunicate via the Accelerator Controls Network (AC- 
NET) ~tocol which the other rccelcrat~ wntmls subsystems at 
Fermilab use. Each Linac contml station is to Recognize two wxts 
of network message protomls. the original (Wassic”) protocol 
used in communication between cmtml stations. and the ACN!Z 
protocol. 

A critical part of the control station software is supporting 
multiple, simultamous. local cantwo procedures. Each local sta 
tion now has the ability to run many “Local Applications.” 01 
LAS. The LAS being implemented now include: 

1. 201-MHz system recovery. e.g.. from a modulator 
CnxvbEq 

2. DTL quad reaer 

3. 805.MHz system water temperahue stabilization (note: 
there will be four cavity water systems and a klystron water sys- 
tem for each RF system: that’s ten water loops per control 
St&T”). 

4.beamsteering: 
5.805-MHz turwon and turna,ff; 

6. low-energy emittance scan. 

The software for the smart raEk monitor is not settled yet. 
The MC68332 is bssed on the MC68020. so most but not all. of 
the instntctions of the ‘020 are in the ‘332. The hope is that we 
can implement simple but extensible software on the ‘332 which 
allows, initially, the SRM to behave like a dumb RM. Thm. fea- 
tures could be added to support SRM local applications. 

COtlClUSlOllS 

The control system for the Fermilab linac has been 
redesigned. The old linac conaol system is to be replaced in the 
summer of 195’1 by one similar to that twtttired to operate the 805 
MHz/400 MeV linac. The old D/A and A/D hardware is retained 
on the old RF systems. The control system for the new linac re- 
quires some new techniques, in particular, interfacing with 
sewd snmt subsystems. The two types of local control are de- 
signed to work together to control the whole new linac in a 
coherent integrated and efticient fashion. 
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