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ABSTRACT

This paper describes the kind of computing resourc-
es it may be possible to make available for experiments
in high energy physics in the mid and late 1990s. We
outline some of the work going on today, particularly at
Fermilab’s Advanced Computer Program, that projects
to the future. We attempt to define areas in which coor-
dinated R&D efforts should prove fruitful to provide for
on and off-line computing in the SSC era. Because of ex-
traordinary components anticipated from industry, we
can be optimistic even to the level of predicting million
VAX equivalent on-line multiprocessor/data acquisition
systems for SSC detectors. Managing this scale of com-
puting will require a new approach to large hardware
and software systems.

INTRODUCTION

In the mid 1990s, the complexity of high energy
physics experiments will have reached the point that
just dealing with the complexity itself will have become
an important challenge.! Managing extremely complex
systems will not just be an academic concern. The issue
will be felt acutely by everyone involved with SSC de-
tectors: physicists, lab and DOE managers, and even
high tech aerospace corporations offering management
solutions and tools.

The huge electronics, computer, and software re-

" quirements of SSC era experiments, both on and off line,
are what concerns us here. There are several areas: de-
tectors and digitizing readout; trigger physics algo-
rithms; on-line data acquisition and processing systems;
off line reconstruction software; and physics analysis.
These are at the heart and soul of experimental activity.
Yet, the scale of these systems, complex in the number,

* Talk at Future Directions in Detector R&D for Experiments
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variety, and sophistication of their components, will not
be amenable to conventional management techniques,
certainly not the anarchistic, “we’ll get to that later”, ap-
proach traditional on HEP experiments.?

In the mid 90s we no longer will have the luxury to
tolerate the extra complexity caused by the institution-
ally compartmentalized, bottom up, design which is
now typical, encouraged, if not mandated, by the soci-
ology, politics, and personality of our field. The fact that
it may prove possible to operate large present day ex-
periments, handicapped as they are by excess complexi-
ty, does not mean that this will continue to be possible
for SSC/LHC era detectors. It will be essential to stream-
line everything, without compromising necessary phys-
ics flexibility. In the jargon of modern software engi-
neering, this means structured yet flexible systems.

The answers are far from all in. More R&D work
aimed at the systems strategy for dealing with large
HEP data acquisition and computing efforts is certainly
in order. Nonetheless, in the spirit of this meeting, one
can suggest how to move in the right direction. We will
need to develop a standard processing environment
suitable for most off-line and on-line computing. We
need to steer away from hard wired triggers and diffi-
cult to program, though fast, special devices often used
for so called second level triggers. We need to use pro-
grammable and verifiable processors for all but the first
level of triggers. This implies high level languages and
something like structured analysis, structured design
(sAsD), which we must make work for both hardware
and software. We will need to make extensive use of ex-
pert systems for real time diagnosis of problems in big
data acquisition systems, large group software packag-
es, and all other large subsystems of the experiment.
And we need excellent human interfaces on worksta-
tions to allow effective development of software, de-
bugging of hardware, and monitoring of systems.



Reasonable successes by HEP groups working on
computing problems, now and in the past, encourages
some confidence about attaining these future goals.
High energy physicists, like most scientists, have
always wanted more computer power than they could

"afford to buy.? In the commercial marketplace, the em-
phasis is on software backward compatibility, product
differentiation, and isolation of a client “herd”. On the
scientist’s computing agenda, raw processing power in
a relatively easy to use form, not corporate profitability,
is the dominant issue. Despite the fact that industry is
not motivated by the rest of the market to provide the
extremely cost effective computer systems demanded by
much of science, it does provide an extraordinary array
of components (chips, modules, peripherals, work sta-
tions, software, etc.) that can be assembled into what
science requires. For over 5 years the Advanced
Computer Program (ACP) at Fermilab has drawn from
industrial components to design and produce usable
parallel computer systems of such cost effectiveness
that high energy physics (HEP) experiments are now
being carried out that would otherwise be unthinkable,

The pioneering emulator work by Kunz et al. at SLAC
demonstrated the feasibility of using multiprocessor
systems to provide cost effective computmg for the re-
construction of experiment events.* Almost a decade
after the first SLAC emulator, powerful 32-bit micropro-
cessors allowed the ACP at Fermilab to develop even
more convenient and cost effective event onented par-
allel processing systems using many more CPUs.> Such
systems are now an acknowledged important
component of computing in high energy physics. First
generation ACP systems are now at over 30 installations
in universities and laboratories worldwide, primarily,
though not exclusively, for HEP applications. The first of
these systems which provide CPU power at a cost of
less than $2500 per VAX equivalent, were brought on-
line two years ago. New work at the ACP is now mainly
in two areas®: a second generation multiprocessor tar-
geted at experiments, and a multi array processor “su-
percomputer” for the site oriented problems of theoreti-
cal physics, principally lattice gauge calculations.

In this paper I will first briefly describe the new ACP
systems for experimental HEP, in order to introduce the
kind of powerful yet structured computing capabilities
that should be attainable by the middle of the next de-
cade. Early in the next year, these will provide well
over an order of magnitude increase in cost effective-
ness over the original systems. This second generation
project will also allow much higher bandwidth for both
I/0 and interprocessor communication, and will have
software tools allowing almost any UNIX , VMS , or (po-
tentially) VM based processor to be used equivalently as
a node or “front end” in a multiprocessor ACP system.
Perhaps most important is the way in which this new
system allows for integration of powerful “back end”
multiprocessors, now usable for both reconstruction

and physics analysis, into a modern Ethernet based
workstation environment.

The new RISC processors that will be used by the ACP
are on such a rapid growth curve, that it is not unrea-
sonable to anticipate access to processing systems on-
line of a million VAX 11/780 power in easy to program
form. This makes it possible to avoid extensive use of
difficult to program, elaborate special purpose proces-
sors. This is key, as suggested earlier, to streamlining
on-line systems. We will discuss some of the main hard-
ware and software development issues surrounding
these huge increases in processing power as they affect
system and module design and user apphcatmns The -
ACP multi array processor system for theory’ will be
briefly mentioned in the context of how its point to
point switch architecture is relevant for future genera-
tions of experimental systems with extremely high per-
formance processor nodes.

Industry is certainly providing us the opportunity,
through the extraordinary array of new components
being made available, to put together coherent systems
that will meet the needs for SSC era computing and
which will be manageable. At the end of this paper,
there is a proposed list of projects that form a part of a
coherent R&D program that should move us far in the
direction we need to go for SSC experiment computing.
The list is probably not complete, nor particularly well
refined, but it is intended as a talking point so we can
decide where to start, and get on with the job.

THE 2ND GENERATION ACP MULTIPROCESSOR

The continued saturation of computers (including
ACP systems) by HEP experimenters motivates the de-
velopment of a second generation of the ACP
Multiprocessor system. This has been described in de-
tail recently elsewhere.® A variety of new and increas- -
ingly powerful microprocessors are now available to in-
corporate into multiprocessors. Most of these are based
on the Reduced Instruction Set Computer (RISC) philos-
ophy. It was realized in the 1970s that many complex
instructions in traditional machines with large instruc-
tion sets, like the IBM 360s and DEC VAXes, were rarely
used. They effectively increased the cycle time for all in-
structions because they mandated extensive microcode.
RISC machines are generally pipelined with no micro-
code and very fast instruction cycles. They defer com-
plex instructions to software.

New processors will offer as much as a factor of
twenty, more performance than the first generation ACP
processors based on 68020s. Unlike earlier processors,
some have usable FORTRAN and C compilers and UNIX
operating systems even before the hardware appears.

- The broad availability of UNIX is particularly impor-
" tant. The new ACP architecture will support any proces-

sor running UNIX (or VMS) that can be connected via



VME or Ethernet. It is very difficult to predict with any
certainty which processor or commercial single board
(or single slot) computer (SBC) will be most cost effec-
tive in the future. The openness of the ACP system per-
mits competitive purchase of processor nodes based on
performance benchmarks and price.

The large increase in CPU power available for the
Second Generation ACP System requires a redesign of
the multiprocessor hardware and software system ar-
chitecture to remove bottlenecks in current systems that
would be felt at the higher performance levels. The bot-
tlenecks are I/O and interprocessor communication
bandwidth, and the CPU power available for the host
process. Continuing the successful strategy of attacking
computing limitations with parallelism, the new archi-
tecture solves 1/0 and host limitations by supporting
parallel 1/0 and parallel host processing. Moreover, to
avoid mini computer bus bandwidth restrictions, any
node may take on host functions including 1/0, through
controllers in its own local crate. Though significant, the
changes in the new system are designed to be as trans-
parent as possible to users of the original system.

As it has in the past, the ACP is encouraging competi-
tion in SBCs targeted at parallel processing by develop-
ing an extremely cost effective VME SBC. The choice of
the R3000 RISC processor from MIPS Computer Systems,
Inc. for this design was based on performance evalua-
tions. The ultimate standard is how real physics code
runs in a high level language, since it does not matter
how many million instructions per second (MIPS) the
CPU can execute if the instructions are not useful in
FORTRAN or C and if the compilers fail to provide
sufficient optimization. The ACP has performed bench-
marks on several of the new chips using a suite of high
energy physics FORTRAN programs. Based on these
measurements, we expect HEP code to run at 12-15
vAXes on 25 MHz R3000 boards and 16-20 VAXes on the
33 MHz versions we plan to use.

The new CPU module will provide high level
language processing power with a cost effectiveness of
well under $200/vAX 780 equivalent. The FORTRAN
compiler is the best we have encountered for a micro-
processor. It supports VMS extensions and compares fa-
vorably with the VMS compiler in convenience and
sophistication. Since the MIPS CPU chip has on chip
memory management, the board will be able to run the
full UNIX operating system, booting either from a VME
disk drive or using the Network File System (NFS) over
the Branchbus. Full UNIX program development tools
are available. This processor will form the cornerstone
of the second generation ACP systems.

The original ACP multiprocessor .used a single
(Microvax) host which was the master of large num-
bers of microprocessor nodes.> The ACP Branchbus was
developed to link several high performance commercial
local bus crates (like VME) to a host and/or a data acqui-

sition system. It is optimized for high speed (20
MBytes/sec) block transfers.s Improvements to the
Branchbus system of interfaces allow higher
performance and more complex interconnection
schemes. Any VME master, in particular any node or
smart 1/0 device controller in the system can now com-
municate with any other processor without host
intervention, allowing the more elegant system
architectures described later.

The new ACP Branchbus Switch allows full crossbar
interconnection of up to 16 Branchbuses (or more using
multiple switches). With this switch, any Branchbus
master device can connect to any slave in the entire
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Figure 1. The ACP Branchbus Switch. The backplane uses
single ended TTL Branchbus protocol.
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switch connected system. All channels of the switch can
be active simultaneously. For example, eight of the
Branchbuses could be connected to the other eight, all
transferring data simultaneously giving an aggregate
bandwidth of 8 X 20 MBytes/sec or 160 MBytes/sec (in
addition to any local bus activity on any of the VME
crates in the system). Thirteen Texas Instrument 16 X 16
X 4 bit crossbar chips (TI 74AS8840) are used for the
main switching elements. The Switch is a backplane in a
6U by 280 mm Eurocard crate. Modules may be
plugged into the Switch Crate (see Figure 1) as with
VME. However, instead of the signals being connected
to a bus, each slot in the crate is a crossbar switch point.
The first two Switch Crates are now in operation.

Two modules now exist that plug into the Switch
Crate. One is the Branchbus Switch Interface Board
(BSIB) which converts the differential RS5485 signals on
the standard Branchbus cables to the single ended TTL
version of Branchbus used on the Switch backplane.
The BSIB brings one standard Branchbus, with its VME
crates, host, Fastbus, etc.,, into a port of the Switch,
and allows them to be switched to whatever else is
plugged into the Switch Crate, such as other Branchbus
circuits. Use of the Switch in this way will allow multi-
processor systems to obtain extremely high bandwidth
for interprocessor communication. The second existing



module that plugs into the Switch is the Floating Point
Array Processor (FPAP), a 20 MFlop (peak) device that is
used for theoretical physics, primarily lattice gauge, cal-
culations. The FPAP is described elsewhere in detail, as
is the innovative “better than a hypercube” architecture
that the Switch allows.” Important future applications
of the versatile Switch are described in the next section.

It will continue to be possible to read and write tapes
through a VAX or MicroVAX into an ACP system. High
performance operation, however, will take advantage
of the potentially higher bandwidth of high capacity
mass storage 1/0O devices that interface directly to the
multiprocessor VME crate bus. The low cost of these de-
vices particularly encourages parallel 1/0. This is made
possible by the availability of 1/0 directly in the node
crates and by the new capability of a processor and/or
its intelligent 1/0 controller to write from one crate to
another. The multiprocessor system will have available
to it many devices all reading and writing simulta-
neously, allowing the total /O bandwidth to be
increased to whatever level is required. -

New 1/0 devices are replacing standard magnetic
tape. These are very appealing to HEP experiments an-
ticipating huge amounts of data, such as one approved
at Fermilab which is planning to record tens of billions
of events. At this time video tape cassettes appear most
promising. The 8 mm format can pack well over 100
times the data in a given volume of shelf space as can
conventional tapes, and the media is at least an order of
magnitude more cost effective. Current versions allow
bandwidths comparable to those achieved with stan-
dard 6250 bpi tapes, with improvements expected. It is
clear that with devices like these, one can count on far
better I/ O performance than has been available.

The redesign of the system software for the Second
Generation ACP System will support the greatly im-
proved performance and flexibility of the new process-
ing, 1/0, and communication hardware, while reducing
the complexity encountered by both beginning and so-
phisticated users.’ It will allow existing applications to
run with minimal changes, yet will provide a variety of
powerful new features so that users can realize the full
potential of the new processors. Integration will be pos-
sible into a variety of computing situations, including
large mainframe computer centers and the traditional
VAX or MicrovAX host. Most important, in our view, is
a distributed computing UNIX (or VMS) workstation en-
vironment in which the multiprocessor will function as
a fully integrated back end engine directly controlled
from the workstations. The general hardware environ-
ment supported is shown in Figure 2. Because of the
emphasis on portable, nearly universal standards, it
will be straightforward to incorporate any computer
that runs UNIX and/or can communicate via TCP/IP
over Ethernet. This makes the system open and recep-
tive to future requirements and product options.

EtherNet Branch Bus

Crate of
ACPMIPS
CPUs

VAX or MIPS
Development
System

VAXor MIPS
Development
System

Future

UNIX Workstation
(Apple, Sun, Apollo) Crates of
or other
VM Mainframe VME CPUs
(1BM, Amdahl)
Figure2.  Second Generation ACP System:

General hardware and network environment.

The ACP System Software is a tool to make it easy for
physicists to bring programs to a high performance
multiprocessor environment. An application is decom-
posed into a set of cooperating processes. Support for
running these sets of processes as a job, including inter-
process communication and synchronization, startup,
etc., is provided by the ACP System Software. The pro-
cesses run on an ACP Multiprocessor System intercon-
nected by Branchbus and on any associated UNIX or
VMS (later possibly also VM) computers connected via
Ethernet and TCP/1P. They may be distributed as appro-
priate over the available computers. In this way a multi
process job may be tested first in a single machine and
then with increasing numbers of nodes. Program
development is done using the full set of UNIX (or VMS)
tools, including compilers, linkers and debuggers, of
the computer on which the process will run.

Any node process can assume the functions
previously exercised only by the VAX host processor, in-
cluding reading or writing data tapes and accessing
disk files. And any node process in the system can do
send or get operations to or from an individual pro-
cess (chosen by the system software from a class or rank
of node processes) or set of processes in a given class or
rank. As before, the system software will automatically
find an available node process for the user. The ability
to send and get to multiple nodes in a class allows
broadcast and accumulate type operations.



Along with the traditional send and get type of
ACP communication routines, there will be a variety of
more primitive, yet powerful and easy to use, interpro-
cess communication mechanisms. A process may send a
block of data directly to a block of virtual address space
in another process, or it may call a subroutine in
another process (remote subroutine call), or it may send
a small data packet (a message) to another process.
Users of the new system will have direct access to pro-
cess queues which they may define as they require or
use in standard, traditional ACP defined ways (like node
process ready or complete). Synch points provide a way
for processes to synchronize program execution.

There are many possible process configurations that
the new system can support. An example for a
reconstruction problem with multiple input tapes is

IN IN
Class 1
TS

Flow

Figure 3. A multi rank configuration.
Processes are indicated by circles.

shown in Figure 3. Note that this is a software
configuration; the actual hardware connection of the
nodes is over Branchbus including Bus Switches if nec-
essary and is transparent to the programmer. Nodes in
the top rank read events from data tapes and pass them
along to either class 2 or class 3 nodes, which process
events of different trigger types. Nodes in the bottom
rank collect events from any nodes in the middle rank,
either class 2 or class 3, for output to tape.

Another important configuration has enormous im-
plications for physics data analysis (as opposed to re-
construction). Here, the top rank of nodes is the same as
in Figure 3, and the second rank consists only of work-
stations and, perhaps, a single data recording process.
With such a configuration, a whole experiment’s data
base of data summary tapes (DSTs) can be analyzed in
parallel in much less than an hour. Traditional means of
passing hundreds of DSTs through a computer center
for a physics analysis pass often take weeks.

THE NEW WORLD OF RISC AND ITS IMPLICATIONS

The big jump in microprocessor power available in
the last year or two has been a pleasant surprise, allow-
ing a 20X increase in per node ACP multiprocessor per-
formance. This has been the result of the new technolo-
gy of reduced instruction set computers (RISC) we de-
scribed earlier. Even this impressive rate of increase is
now projected to continue well into the 1990s. For ex-
ample, one of the three suppliers of MIPS RISC processor
silicon, Integrated Device Technology, Inc. (IDT), is
promising a 160 VAX Mips version in 1991. MIPS, Inc.’s
own projections are indicated by the chart in Figure 4.

Although by industry standards these projections
are conservative, high energy physics reconstruction
code tends to run at about 25% below these numbers.

VAX Mips
1000 -
.- ACP

100

10 4

mainirames
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1964 1969 1974 1979 1984 1989 1994

Figure 4. MIPS Inc.’s projections of future computer perfor-
mance. Our projection of ACP style SBCs are added as a
dashed line.

There is also an obvious delay from product announce-
ment to when a group like the ACP can have usable pro-
cessor modules available. Nonetheless, as indicated by
the dashed curve we have added to Figure 4, ACP style
SBC modules at a 500 VAX Mips level could be anticipat-
ed in 1995. It is important to emphasize that there are
many companies playing in the RISC component field,
including the semiconductor giant Motorola, and even
IBM. The products from MIPS Inc. may well continue to
be the most appropriate for our purposes, but this can-
not be guaranteed. However, it seems likely, subject to
the usual caveat about peering into crystal balls, that this
technology, and the competition of industry, will pro-
duce RISC processors at and beyond 500 VAXes.

Where is all this performance coming from? We de-
scribed earlier the philosophy behind RiSC. The compar-
ison with complex instruction set computers (CISC) is
now well understood. Streamlining the instruction set
can improve (reduce) the number of clocks per instruc-
tion by factors of 5 or more. Clock speeds can be main-
tained or even increased compared to CISC architec-
tures. The cost of this simplification is an increase in the
number of instructions to be executed, because complex
instructions and functions are handled in software. RISC



wins because this increase in instruction count is small.

Over the past few years dramatic increases in mem-
ory size have been more common than in processor
speed. Although memory improvements are continu-
ing, it is becoming clear that this is now happening at a
slower rate than CPU performance — and slower than
the growing appetite for memory of high energy physi-
cists, now acculturated to assuming endless increases in
memory availability. Present generation ACP CPUs are
based on 256K DRAMs. The second generation will use 1
Mbit. The conventional wisdom in the trade press is
that 4 Mbit chips will make their appearance in 1989
and become a significant part of the market in 1991. 16
Mbit parts will appear in 1991 and we may guess that
they will be readily available for projected 500 VAX per-
formance ACP type module in 1995. This would corre-
spond to 128 Mbytes per node. Not bad. But the ratio to
processing power will be reduced somewhat below the
first and second generation ACP nodes.

The processor and memory technology environ-
ment is changed. Experimentalists will no longer have
their memory demands easily satiated while they hun-
ger desperately for computer cycles. It will be impor-
tant to take advantage of incredible micro computer
performance levels and cool it on memory profligacy.

The implications of this new environment for HEP
computer designers will also be stimulating, to say the
least. With 33 MHz RISC processors, we are already in a
cache crisis. 20 nsec static memory is too slow and it is a
struggle to find acceptably fast and large parts. Up to
now lattice gauge processors'%” have avoided cache by
matching DRAM speeds to the relatively slow floating
point chip clocks. The next time around cache will be
necessary, but theoretical problems make such regular

accesses to memory that their cache miss rates are unac-

ceptably high in standard cache.

Industry is sensitive to both aspects of the cache cri-
sis and seems to be moving to multi level cache. If this
is not satisfactory for theorists, it may be necessary to
use anticipatory cache which requires hardware and
software to request memory in advance. In principle,
this is not hard to accomplish for theoretical problems.
In practice, supporting this at the compiler level would
be a big effort.

The second technical crisis resulting from the new
processor environment is the obsolescence of computer
busses for multi processor communication. Never mind
the territorial religious wars about busses that have
swept all HEP laboratories. No matter if we have crusad-
ed for Fastbus, VME, Multibus, Nubus, or a homebrew,
your or my favorite bus cannot handle the communica-
tion requirements of 100 VAX power processor nodes.

Even for event oriented reconstruction and trigger
processing, just moving data in and out will saturate
local crate busses.

The answer to the bus crisis is point to point com-
munication between processors. Two variations on this
solution are now being explored in the high energy
physics community. There is considerable interest,
strongest in Europe, in the INMOS Transputer architec-
ture. These microprocessors incorporate several sophis-
ticated communication channel ports on each chip that
support direct links to neighboring Transputers. An ex-
ample of how Transputers can be used in a point to
point architecture is seen in the structure of the Global-
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Figure5. ZEUS 2nd level trigger box.

Second Level Trigger Box for ZEUS (Figure 5).! The ar-
chitecture of the Transputer is certainly very appealing.
However, no other semiconductor company besides
INMOS has yet picked up on it. The processing perfor-
mance of Transputers has lagged by over an order of
magnitude behind the leading microprocessors at any
given time, probably because design emphasis has been
on the communication channels. Symptomatic is the
fact that the FORTRAN compilers are still not very ro-
bust. This situation may change in the future as other
manufacturers recognize the limitations of conventional
communication mechanisms for their super fast proces-
sors and, possibly, pick up on the INMOS approach.

The ACP’s Branchbus Switch Crate described earlier
(Figure 1) represents an approach to point to point com-
munijcation that does not depend on a particular
processor’s specialized communication ports. It thus al-
lows a free choice of the highest performing processor
at any given time. As already noted there are now two
module types that plug into this crate, a Branchbus in-
terface and the floating point array processor (FPAP) for
theoretical calculations. It is very likely that the next
version (1990) of an ACP processing node for experi-
mentalists will also live in the Switch Crate so that there
will be enough bandwidth to move-data in and out.



The Switch Crate looks very much like a VME crate,
using the same Eurocard hardware and having the
same 6U height. It has all the advantages of a modular
crate system and, with its cross bar switch back plane
that allows up to 8 independent direct slot to slot con-
nections, it does not have the bandwidth limitations of a
bus. One essential characteristic of a commercial bus
like VME is the wide spread availability in the standard
of the latest in computer devices, such as I/0 controllers
and network interfaces. To make these available to the
otherwise superior Branchbus Switch Crate environ-
ment, we expect to develop an interface to VME, using
the extra depth of the Switch Crate. Any VME module
could be plugged into the short interface card which in
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Figure 6. ACP Multi Array Processor System:
256 node configuration.

turn is plugged into the Switch Crate.

In order to display the versatility of this approach, I
can’t resist describing briefly the ACP Multi Array
Processor architecture designed for theorists”. Figure 6
shows the 256 node configuration presently under con-
struction. The individual single board FPAPs have peak
performance of 20 MFlops. Performance of key kernels
(SU(3) multiplies) have been measured on the proto-
types to exceed 15 MFlops/node. The FPAPs are
plugged into the Branchbus Switch Crates. The nodes
can speak with each other in pairs at a full 20
MBytes/sec simultaneously. The architecture is a
hypercube network of such crossbar Switch Crates each
supporting 8-16 FPAPs. In a typical configuration
8 array processor nodes will be plugged into each
switch crate along with up to 8 BSIB I/0 modules (de-
scribed earlier) that interconnect crates, via standard
ACP Branchbus, in a hypercube (or better, if extra inter-
connects are desired).

Processing nodes do not participate in any commu-
nication activity other than their own. This is an impor-

tant distinction from traditional hypercube implemen-
tations. The switches handle intra and intercrate routing
automatically. The system therefore does not operate
with 41l riode programs (and/or communications) in
lock step like an SIMD machine, as is the case in most of
the other projects of this type'®. It also does not
stronqu favor local communication (as existing hyper-
cubes’® do). It thus allows for any conceivable new
lattice algorithm unconstrained by synchronous or local
communication requirements. Despite its algorithmic
flexibility the system ranks as the best (or nearly so, we
won't argue) in terms of cost effectiveness of MFlops/$.

The first 16 node system is being assembled this
summer. All components are working and tested. They
have successfully run extensive physics code. Parts are
being procured for a 256 node (5 GFlop for about $1
million) system which will be assembled at the end of
the year. Maximum system size is 2048 nodes. The
system is being designed in the ACP tradition to be
commercialized and available to other institutions.

SSC TRIGGER AND DATA ACQUISITION

The key problems of SSC detector data acquisition
and triggering are widely appreciated: the luminosity,
the trigger reduction of 10%, and the overlapping events
in the detector. If the projections discussed earlier of 500
VAX equivalent processor nodes are realized in 1995,

" there is hope. A single module CPU, no matter what its

capability, will always cost in the neighborhood of
$2500. Given a willingness to spend $5 million (of the
over $100 million cost of an SSC detector) for real time
processing, a million VAX multiprocessor on-line is not
only imaginable but likely.

The important thing about this megaVAX system is
that it is all programmable in high level languages and,
most important, it is accessible to modern software en-
gineering tools. As was emphasized in the introduction,
such tools, and a structured, homogeneous environ-
ment to work in, are nothing short of essential if we are
to cope with the complex scale of S5C triggers and data
acquisition. The same processors and programming en-
vironment would be available to off line computing.

Given the opportunity and advantages of such a co-
herent and powerful system, how much of the data ac-
quisition and trigger reduction task can one imagine
handling in this way? This question requires study, but
it is not unreasonable to hypothesize that a large frac-
tion of the trigger reduction and essentially all of the
standard data formatting could be accommodated.

The vision is of on-detector first level triggers based
primarily on customized VLSI components and taking
on a trigger reduction of 10 - 1000. The remaining 1057
would be written in structured high level languages
running on a multiprocessor, probably configured as a



tree structure. Each branch of the tree would handle the
data formatting and second level trigger tasks of a par-
ticular sub detector. Unlike traditional second level trig-
gers based on special purpose hardware and software,
these would be easy to program and verify.

The opportunity to see structured, and manageable,
first level triggers is also likely to be realized. This hope
is based on the interesting development work now
going on in several areas. At this workshop, Nygren
and Shapiro described two different LBL projects that
are moving rapidly toward pixel silicon detectors.
These will ultimately incorporate on chip or hybrid
(bump bonded) digital circuitry. Such circuits will take

care of readout and data formatting, and will offer a fer- .

tile field for development of first level triggers.

There are two directions that such on-detector first
level triggers may take (both for silicon and for other
detectors). Perhaps futuristic, but certainly promising,
is the hot new area of neural networks. Bruce Denby
has described some early success in applying this to re-
construction problems.’® Neural networks are patterned
after the way the brain’s system of neurons and syn-
apses works by relaxing to a minimum energy state cor-
responding to recognition of a pattern. They are partic-
ularly appropriate for VLSI implementation and neural
network chips are already being fabricated by Carver
Mead at Cal Tech and L.D. Jackel at Bell Labs. Perhaps
1995 is a bit too optimistic, but one can easily imagine
neural net readouts directly in terms of tracks and calo-
rimeter clusters.

The other very strong candidate for implementation
in VLSI and on detector triggering is the data driven
processing system approach, now available as PC board
modules in fwo HEP variations.!* At this workshop Rudi
Bock described his interest at CERN in identifying com-
ponents of a similar kind from the signal processing
world. These systems are programmed by how mod-
ules, each carrying out a specific computing operation,
are interconnected. When one module completes a task
it puts its result, and a ready signal, onto its output
cable. As soon as a following module has all its incom-
ing data, indicated by all ready signals being on, it car-
ries out its operation. The operations range from simple
arithmetic to complex track finding and table lookups.
It will be interesting to see how such a system when
available in VLSI modules can be coupled to neural net-
work chips directly on a detector.

TOWARD A STRUCTURED ON-LINE
ENVIRONMENT

One need only look at the data acquisition system
of a present day large detector like CDF, and imagine it
scaled up by an order of magnitude, to appreciate what
we are getting into with SSC detectors. On-line systems
coherence is far from being prevalent these days on ex-

periments. Some of us have seen what happens when
smaller experiments attempt to retrofit modern proces-
sors into existing electronics. Sergio Conetti at Trieste'
described the extraordinary variety of ways in which
ACP processors have been incorporated into experi-
ments. Although widely used in standard configura-
tions for off-line, there is no standard on-line imple-
mentation of these systems because there is nothing ap-
proaching a standard data acquisition system. Every
experiment does its own thing.

In present day large experiments, the sociology of
multi institution collaborations works against data ac-
quisition system coherence. The typical scenario at de-
sign report time is to divide up responsibilities among
the various groups allowing each to define the ap-
proach to be used in specific subsystems. A few years
later the problem of interfacing these subsystems be-
comes a hot topic. The situation is, to some extent, due
to the way approval committees operate. Expertise is
compartmentalized by subdetector and institution. The
overall system ends up being based on disparate sub-
systems, developed on the basis of correct, strongly
held views, that don’t mesh as a system.

Most experiments attempt to standardize at some
level. Nonetheless, many still have systems that incor-
porate both Fastbus and VME, or otherwise mix stan-
dards. A similar situation exists with software stan-
dards. Much of this results from a plague of what
might be called standards evangelism in our business.
Individuals who have developed some degree of per-
sonal expertise in something like VME or Transputers or
UNIX or VMS or Fastbus or ACP systems become strong
advocates. At some level, this is an understandable ten-
dency to protect an individual’s intellectual investment
in the expertise. However, the increasing complexity of
detectors cries out for unbiased attitudes, a secular hu-
manist approach, toward standards. We need to cool off
the all too common electronics and computing stan-
dards religious wars which every laboratory has en-
countered.

The complexity of the behemoth detectors of the
SSC/LHC era will require nothing short of a new and
structured approach to on-line data acquisition and
processor systems. Although there is much talk about
code management for large off line programs, it is
pleasing that the first extensive application of serious
software engineering tools, like structured analysis
structured design (SASD), are happening in the on-line
data acquisition world. The ALEPH on-line electronics
system is a prime example of this. At Fermilab, DO is
committed to SASD tools for on-line software. This is
also the case at ZEUS. At OPAL and HERA's H1 on-line
system management is being addressed through ad-
vanced human interfacing techniques taking advantage
of Macintosh Hypercard stacks.



The present state of commercially available soft-
ware engineering tools leaves much to be desired, as
anyone who has seen them in use can tell you. There
are a variety of packages available. Each of them has
some desirable features and lacks others. The ability to
automatically generate code from SASD bubbles, even
just data defining statements and common blocks, is ap-
parently not yet available, at least not to physicists. One
suspects that certain large software development orga-
nizations (IBM, DEC, AT&T) are holding some pretty
powerful tools close to their corporate chests. Physicists
will have to pioneer in this area, encouraging vendors,
acting as beta test sites, and being willing to spend
money for software and workstations that may be dis-
carded on relatively short time cycles.

Structured design tools and methodologies are ad-
vocated because they lead to software that has a dra-
matically reduced density of errors and which is easy to
read and understand so that changes can be made with
some hope they will work. Such structured code is also
more readily testable, an issue we will return to later. It
should be possible to apply the same philosophy to
large hardware system design. Jon Thaler at the
University of Illinois advocates extending PC board
CAE/CAD tools to systems of modules.

At the very least we need to structure and modular-
ize our large systems in as homogeneous a way as pos-
sible. The ALEPH data acquisition system is a particular-
ly good example of an existing well structured system.
LEP experiments do not require large amounts of pro-
cessing power for triggers, so ALEPH has not had to deal
with integrating large numbers of high level language
processors smoothly into a data acquisition system. For
some reason, the traditional way to do this is through
an event builder. Sub events come from the many (usu-
ally different) data acquisition electronics sub systems,
each handling a sub detector, to a single one of these
very elaborate boxes. It assembles the event and passes
it on to the high level trigger.

The idea of assembling events directly into the
memory of the processor seems so obvious. It has not
been used because, in most cases, experiments treat the
high level processor with trepidation and lack the confi-
dence to incorporate it within the system, where it be-
longs. Trigger computers and data formatting and cali-
bration processors should be integrated into a single
system. Cutts and Zeller at DO have demonstrated that
a system can be designed without an event builder.
Eight data cables bring data from separate readout sys-
tems directly into special multi port memory that sits
on the Q Bus of a MicrovAX in the high level trigger
farm. White, Barsotti, e al. in the FUSE project proposal
at Fermilab have a similar two dimensional architecture
approach. The system is extendible in one direction to
allow more sub detector read out controllers and in the
other to allow a hierarchy of processing.

Using the Second Generation ACP software and
hardware described earlier, one can picture a data ac-
quisition system in which data is read out of VME digi-
tizers and formatted by the same type processors as
used in the high level trigger. Data is routed from the
formatting processors to the trigger processors to data
logging processors and even to monitoring work sta-
tions over Branchbus through one or more Branchbus
Switch Crates at 20 MBytes/sec per channel. The soft-
ware environment for all the computing activities is
identical and modules are interchangeable throughout.
The amount of intellectual effort required to under-
stand and maintain such a homogeneous system is
much less than has traditionally been required.

To us, this kind of system clearly points toward
where we think we need to get for the far larger SSC
data acquisition systems. What development areas
should we be addressing? As noted earlier, future pro-
cessors, and digitizers, should be in the Switch Crates
themselves (or a successor technology) to handle the
higher rates required by super fast processors. But how
do we deal with the 2000 or more CPUs, and the associ-
ated digitizers, which probably will be arranged in a
tree structure corresponding to the subdetector organi-
zation? How would one bring up such a monster when
the different pieces of the hardware and software are in
varying states of readiness, and robustness? We need a
system skeleton that is easy to assemble in the sense
that if a number of working subsystems are connected,
the combination will work also, automatically. Or,
equivalently, if a subsystem is removed, the remainder
should continue to operate subject only to functional
limitations caused by the missing piece.

The automatic routing ROM in the Branchbus Switch
suggests a research direction that may well allow us to -
accomplish this very important requirement that a sys-
tem skeleton be easy to assemble. One could imagine a
smart switch router that looks at directives accompany-
ing the data and replacing specific addresses. The direc-
tives would indicate the kind of processor to which the
data should be routed (or from which data should be
pulled). Such classifications are available now in soft-
ware to users of ACP systems who need only request
any free node, or any node that has completed a task, or
all nodes in some class, or the same node as the last op-
eration, etc. By handling this in hardware rather than
software, it appears that a system would be transpar-
ently operable with or without all its subsystems. It
would be easy to assemble in our way of speaking. This
is not going to be an easy development, but it should
not be thought impossible. Bruce Knapp has pointed
out that this is similar to the data driven processor idea
we described earlier for low level triggers. Only here,
the modules are high powered, high level language
programmed, CPUs.



In addition to the structuring issues described
above, one should take advantage of higher speed data
transmission and switching technologies, such as serial
optical fibers, that are likely to prove very attractive in
the near future. Here, certainly, is an important and in-
teresting development opportunity: developing an ap-
propriate skeleton for SsC data acquisition digitizing
and processing.

Al AND HIGH ENERGY PHYSICS

Very little has been done with “Al” in high energy
physics. That's not because the issues that Artificial
Intelligence researchers work on are not relevant to us.
In fact, one can argue that almost all high energy phys-
ics computing (the exception is theory) is of the non-nu-
merical kind that Al is really all about.! The difficulty is
these problems are so hard that progress is slow and
practical applications limited. In a number of critical
areas, HEP’s needs for practical Al type solutions are so
acute that we will have to get involved in the effort.

I have argued that the way in which to deal with
large detector electronics systems and big trigger reduc-
tions is to move as much specialized activity as possible
into high level language processors. This implies huge
programs, and it is probably partially the case that peo-
ple have avoided this approach because of fear of errors
in the software. Rationally, for a given trigger and
amount of effort there is no reason to expect less errors
in a complex special trigger processor. Except, perhaps,
because the expertise required limits access to a few,
presumably very competent, individuals. This is in dis-
tinction to software where “everyone” can get their
hands in. We can no longer afford such thinking. We
will have to manage access along with everything else.
But given the huge size that trigger programs will reach
(CDF's offline code is now a million-lines), we will have
to learn how to establish their correctness.

There are two aspects of determining correctness.
The first is, in principle, straight forward. Itis the ques-
tion of whether the program does what it has been
specified to do. This is where computer aided software
engineering (CASE) tools, like SASD, become particularly
important. It is likely they will form the platform for
more sophisticated program verification tools. To take
advantage of (and influence the development of) future
CASE tools, we need to get heavily involved with what
is presently available.

Though hardly solved, software verification is the
easy part. The hard part is how to know whether the
specification itself is correct. Everyone is familiar with
how mistakes in understanding or definition or what-
ever, mistakes in the specification, cause major delays
in developing off-line reconstruction and analysis code.
This business of validating software specifications is a
particularly advanced artificial intelligence issue be-
cause it involves the whole concept of a “common sense
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data base”.

Both verification and validation are most acute in
the real time situation (as many of us have pointed out
in the SDI context). On experiments, it must be possible
to change triggers as new information is learned. Even
if such changes will no longer be tolerated on night
shift, they will continue to happen on short time scales,
and we have to know that they were both conceived
and implemented correctly. While we wait for 21st cen-
tury Al tools, we will have to discipline ourselves to
maintain well managed, well structured programs and
take advantage of whatever software engineering we
can get.

Al is closer to providing practical solutions in some
other areas we need, expert systems and human inter-
faces. Expert systems are already in use on CDF to help
ordinary users maintain the Fastbus network during
normal data acquisition. Carroll and Booth have pro-
vided a means for locating a faulty module without
having to locate the university based expert at home
2000 miles away in the middle of the night. Such sys-
tems will become widely used. They are very quick at
disgorging expert information, but very slow at absorb-
ing it. High energy physics has particularly dynamic re-
quirements on expert data bases, as systems change
rapidly. Because of this somewhat unique requirement,
we may have to get involved in improving the informa-
tion input aspects of expert systems.

Physicists have taken to the Macintosh with amaz-
ing speed and unanimity despite the fact that these per-
sonal workstations don’t really do very much special-
ized for us yet. This is a clear example of the importance
of good human interfaces. When analysis processors
soon are available that can turn around a large
experiment’s DST data base in an hour or less, it will no
longer be acceptable for physicists to spend days pre-
paring their next batch of histogram subroutine call
statements. At CERN, René Brun has developed the
Physics Analysis Workstation (PAW) graphic front end
to CERNLIB histogram and plotting software on Apollo
and other workstations.

The ACP also has underway a project to develop
particularly efficient work station tools for doing analy-
sis. Macintosh like human interfaces, adjusted to physi-
cist needs and abilities, will be used on Apple or, per-
haps, Sun or other workstations. Dennis Hall and col-
leagues at LBL have proposed an Accelerator Designer’s
Workbench. A Mac would front end a Cray or other
super processor. On the Mac screen users would move
magnet components around to prepare for a new run of
a transport calculation. They are also proposing devel-
opment of a “software bus” that all such front ends, as
well as CAD and project management tools, could plug
into.



Most important in these projects is a top down de-
sign. “Designer screens” must be effectively prepared
by spedialists. Physicists are not too good to have infor-
mation communicated to them efficiently.

A FIRST CUT AT A COHERENT R&D PROGRAM

To conclude, I list the key definable R&D projects
suggested by the discussions in the preceding sections.
The list is not necessarily complete or properly parti-
tioned but is meant as a starting point in defining a pro-
gram of R&D for SSC experiment computing needs.
Included are guesses at appropriate manpower and an-
nual non salary costs (averaged over 5 years).

* Low level on-detector trigger system, based
on VLSI, perhaps neural networks and/or data
driven units. 10 persons, $300K.

¢  On-line data acquisition/multiprocessor sys-
tem skeleton, pipelined, structured, and extensible
(auto routing?). 7 persons, $200K.

*  CPUs, multiprocessor software, and develop-

ment environment commonly useful for on-line
triggers and data formatting and off-line recon-
struction and analysis. 10 persons, $200K.

¢ Computer aided software engineering tools
for high energy physics. Standard, usable, across
the board program development, verification, and
validation. 5 persons interacting closely with com-
mercial CASE development, $500K.

¢  Expert systems for data acquisition, hardware
and software testing and diagnosis. 5 persons,
$150K.

¢ Analysis workstation environment tools. 5
persons, $75K. -

¢ Data management, code and data file service
tools. 5 persons interacting closely with industry,
$250K.

These projects are likely to be very rewarding. At
the same time as they represent tremendous leaps in
technology, one can enter into them with confidence
that there are excellent chances for success. And that
success is essential to the physics of the SSC future.
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